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Preface

Purpose of this Guide

This document describes how to install an AlphaServer SC system from the Hewlett-Packard
Company ("HP").

Intended Audience

This document is for those who install and set up HP AlphaServer SC systems. Some
sections will be helpful to end-users. Before starting any installation, you must:

Read the current version of the HP AlphaServer SC Release Notes, particularly all
sections relating to installation.

Understand how to load and unload the installation media and know which disks are
needed during the installation.

Have a basic understanding of the file system and commands.

New and Changed Features
This section describes the changes in this guide since Version 2.6 (UK1).

Changed Information

The following chapters have been revised:

Chapter 1: Installation Overview

Chapter 2: Pre-Installation Planning

Chapter 3: Physical Installation

Chapter 4: Upgrade Installation Procedure

Chapter 5: Installing: When the System Has a Management Server

Chapter 6: Installing: When the System Does Not Have a Management Server
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Chapter 7: Building the Domains

Chapter 8: Completing the Installation

Chapter 9: Installing LSF for HP AlphaServer SC
Chapter 11: Troubleshooting

Appendix E: Example Installation Output

Structure of This Guide
This document is organized as follows:

XXii

Chapter 1: Installation Overview

Chapter 2: Pre-Installation Planning

Chapter 3: Physical Installation

Chapter 4. Upgrade Installation Procedure

Chapter 5: Installing: When the System Has a Management Server
Chapter 6: Installing: When the System Does Not Have a Management Server
Chapter 7: Building the Domains

Chapter 8: Completing the Installation

Chapter 9: Installing LSF for HP AlphaServer SC

Chapter 10: Post-Installation Tasks

Chapter 11: Troubleshooting

Appendix A: Installation Overview and Checklist: When the System Has a Management
Server

Appendix B: Installation Overview and Checklist: When the System Does Not Have a
Management Server

Appendix C: Checklist: Adding a Management Server to a Cluster
Appendix D: Information Checklists

Appendix E: Example Installation Output

Appendix F: Cluster-Related Messages in System Log Files

Appendix G: Configuring Networker for HP AlphaServer SC

Appendix H: Cluster-Aliases and External Networks in the 10.x.x.x Range



* Appendix I: Configuring DNS Servers
e Appendix J: Configuring MSA1000

Terms Used in This Guide

Clusters of nodes within an HP AlphaServer SC system are called domains (except in the
case of clustered management servers). However, as domain management in HP AlphaServer
SC systems is based on cluster management in TruCluster Server, many of thetermsused in
domain management include the word “ cluster” — for example, cluster alias, cluster
guorum, cluster application availability (CAA), cluster root, cluster disk.

Theterm “LSF cluster” is used to describe a group of machines controlled by LSF. An LSF
cluster can consist of one or more HP AlphaServer SC systems, or part of an HP AlphaServer
SC; it can aso include additional machines of arbitrary architectures.

TruCluster Server Documentation

The HP TruCluster Server documentation set provides awealth of information about clusters
and cluster management; however, there are a number of differences between the
management of domainsin an HP AlphaServer SC system, and the management of
TruCluster Server clusters. These differences are described in the HP AlphaServer SC System
Administration Guide.

You should use the HP TruCluster Server documentation set to supplement the HP
AlphaServer SC documentation set — if there is a conflict of information, use the
instructions provided in the HP AlphaServer SC documentation set.

Related Documentation

You should have a hard copy or soft copy of the following documents:
* HP AlphaServer SC Release Notes

e HP AlphaServer SC System Administration Guide

e HP AlphaServer ES40 Owner’s Guide

e HP AlphaServer ES45 Owner’s Guide

* HP AlphaServer DS20L

* HP StorageWorks HSG80 Array Controller CLI Reference Guide
e HP StorageWorks HSG80 Array Controller Configuration Guide
e HP StorageWorks Fibre Channel Storage Switch User’s Guide
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XXiv

TruCluster Server Technical Overview

TruCluster Server Hardware Configuration

TruCluster Server Release Notes

TruCluster Server Cluster Installation

HP Tru64 UNIX Installation Guide

HP Tru64 UNIX Network Administration

HP Tru64 UNIX System Administration

HP Tru64 UNIX Software License Management

HP Tru64 UNIX System Configuration and Tuning

HP AlphaServer SC User Guide

HP AlphaServer SC RMS Reference Manual

HP AlphaServer SC Interconnect Installation and Diagnostics Manual
HP AlphaServer SC Platform LSF® Reference
Administering HP AlphaServer SC Platform LSF®

HP AlphaServer SC Platform LSF® Reference
Running Jobs with HP AlphaServer SC Platform LSF®
HP AlphaServer SC Installing and Configuring SCIP

HP Management and Configuration Guide for the HP ProCurve Series 4100GL
Switches, Series 2600 Switches, and Switch 6108

Summit Hardware Installation Guide, Extreme Networks, Inc.

ExtremeWare Software User Guide, Extreme Networks, Inc.



Abbreviations

Table 0-1 lists the abbreviations that are used in this document.

Table 0-1 Abbreviations

Abbreviation

Description

AdvFS
ATM
AUI
BIND
CD-ROM
CDSL
CFS
CPU
DNS
FastFD
FC
FDDI
GBIC
HiPPI
IP
JBOD
LIM
LSF
LSM
MAU
MPI
NFS
NIS

Advanced File System
Asynchronous Transfer Mode
Attachment Unit Interface
Berkeley Internet Name Domain
Compact Disc — Read-Only Memory
Context-Dependent Symbolic Link
Cluster File System

Central Processing Unit

Domain Name Service

Fast, Full Duplex

Fibre Channel

Fiber-optic Digital Data Interface
Gigabit Interface Connector
High-Performance Parallel Interface
Internet Protocol

Just a Bunch Of Disks

Load Information Manager

Load Sharing Facility

Logical Storage Manager

Multiple Access Unit

Message Passing Interface
Network File System

Network Information Service
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Table 0-1 Abbreviations

Abbreviation
NTP

PAK

PCMCIA

PFS

RAID

RIS

RMS

SCSl
SMP
UTP
WOL
WWID

Description

Network Time Protocol

Product Authorization Key

Personal Computer Memory Card International Association
Parallel File System

Redundant Array of Independent Disks
Remote Installation Services

Resource Management System
SuperComputer

Small Computer System Interface
Symmetric Multiprocessing
Unshielded Twisted Pair

Wakeup On LAN

WorldWide Identification




Documentation Conventions

Table 0-2 lists the documentation conventions that are used in this document.

Table 0-2 Documentation Conventions

Convention Description

atlas atlasis an example system name.

% A percent sign represents the C shell system prompt.

$ A dollar sign represents the system prompt for the Bourne and Korn shells.
# A number sign represents the superuser prompt.

P0O0>>> A PO0>>> sign represents the SRM console prompt.

Monospace type Monospace type indicates file names, commands, system output, and user input.

Boldface type

Italic type

Underlined type

(0
{B

cat(1)

Ctrl/x

Note

Boldface type indicates the first occurrence of a special term, or a complete sentence of
important information. Boldface type in interactive examples indicates typed user input.

Italic (slanted) type indicates emphasis, variable values, placeholders, menu options,
function argument names, HP trademarks, and compl ete titles of documents and
CD-ROMs.

Underlined type emphasizes important information.

In syntax definitions, brackets indicate items that are optional and braces indicate items
that are required. Vertical bars separating items inside brackets or braces indicate that
you choose one item from among those listed.

Quotation marks are used to highlight words or phrases that have a specific meaning or
significance in the context in which they are used.

In syntax definitions, a horizontal ellipsis indicates that the preceding item can be
repeated one or more times.

A vertical elipsisindicates that a portion of an example that would normally be present
is not shown.

A cross-reference to a reference page includes the appropriate section number in
parentheses. For example, cat (1) indicates that you can find information on the cat
command in Section 1 of the reference pages.

This symbol indicates that you hold down the first named key while pressing the key or
mouse button that follows the slash.

A note contains information that is of special importance to the reader.
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HP-Specific Names and Part Numbers for Quadrics Components

Several HP AlphaServer SC Interconnect components are created by Quadrics. HP

documents refer to Quadrics components using HP-specific names. Several Quadrics
components also have a (different) Quadrics name. Table 0—3 shows how the HP-specific
names and part numbers map to the equivalent Quadrics names.

Table 0-3 HP-Specific Names and Part Numbers for Quadrics Components

Quadrics
HP Part# HP Name Name
3X-CCNBA-AA HP AlphaServer SC 16-Port Switch QM-S16
3X-CCNXA-BA HP AlphaServer SC 128-Way Switch (new-type) QM-S128F!
3X-CCNXE-CA HP AlphaServer SC Top-Level Switch QM-S128F!
3X-CCNXA-CA HP AlphaServer SC Node-Level Switch QM-S128F!
3X-CCNXA-AA HP AlphaServer SC 128-Way Switch (old-type) QM-S128
3X-CCNNA-AA HP AlphaServer SC Elan Adapter Card QM-400
3X-CCNXF-BA HP AlphaServer SC 16-Port Switch Card (new-type) QM-401X2
3X-CCNXF-AA HP AlphaServer SC 16-Port Switch Card (old-type) QM-401%2
3X-CCNXR-AA HP AlphaServer SC High-Level Switch Card QM-402
3X-CCNCR-BA HP AlphaServer SC Clock Card (new-type) QM-408
3X-CCNCR-AA HP AlphaServer SC Clock Card (old-type) QM-403
3X-CCNXN-AA HP AlphaServer SC 16-Link Null Card QM-407
3X-CCNXP-AA HP AlphaServer SC Interconnect Control Processor QM-410

1The Quadrics part number QM-S128F corresponds to several components. The Quadrics part number refers
to the basic empty chassis. Use the HP part numbers to distinguish between the different ways in which the
chassis may be populated.

2The Quadrics part number QM-401X was not updated when this component was updated. Use the HP part
numbers to distinguish between the new-type and old-type versions of this component.
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Supported Network Adapters

Table 04 lists the associated device names for each supported network adapter. The

examplesin this guide refer to the DE602 network adapter.

Table 0—4 Network Adapters and Device Names

Network Adapter SRM Device Name UNIX Device Name
DEG0Ox eia0 ee0

DES0x ewal tu0

Gigabit Ethernet SRM cannot use this device alto

Gigabit Ethernet SRM cannot use this device bcmO

HiPPIL 2 SRM cannot use this device hipO

ATM?2 SRM cannot use this device 1isO

FDDI SRM cannot use this device ftal

IHiPPI isonly availableif you install an additional HiPPI subset — for Tru4 UNIX Version

5.1B, the minimum supported version is HiPPI kit 222.

°Thesra install command does not configure HiPPl and ATM interfaces — you must

configure such interfaces manualy.

Supported Node Types

HP AlphaServer SC Version 2.6 Update Kit 2 (UK 2) supports the following node types:

* HPAlphaServer ES45
* HP AlphaServer ES40
* HP AlphaServer DS20L

Multiple Domains

The exampl e system described in this document is a 1024-node system, with 32 nodesin

each of 32 domains. Therefore, the first node in each domain is Node O, Node 32, Node 64,
Node 96, and so on. If you wish to set up adifferent configuration, substitute the appropriate
node name(s) for Node 32, Node 64, and Node 96 in this guide.
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Note:

HP AlphaServer SC Version 2.6 (UK2) supports large systems with up to 128
domains. For example, a 4096-node system may have 32 nodes in each of 128
domains. In this case, the domains are DO to D127, and the naming convention used

isasfollows: atlasDO, atlasD1 and so on.

For information about the domain types supported in HP AlphaServer SC Version 2.6 (UK2),
see Section 2.3.2 on page 2-4.

Location of Code Examples

Code examples are located in the /ZExampl es directory of the HP AlphaServer SC System
Software CD-ROM.

Location of Online Documentation

Online documentation is located in the /docs directory of the HP AlphaServer SC System
Software CD-ROM.

Comments on this Document

HP welcomes any comments and suggestions that you have on this document. Please send all
comments and suggestions to your HP Customer Support representative.



1

Installation Overview

This manual describes how to install and configure an HP AlphaServer SC system. Before
you begin the installation, please read this manual. Becoming familiar with the
genera sequence of installation steps can save time and prevent problems | ater.

Note:

The procedures in this guide assume that each system’s hardware and firmware are
installed and configured as described in the following manuals:

* HP AlphaServer ES40 Owner’s Guide, HP AlphaServer ES45 Owner’s Guide, HP
AlphaServer DS20L Owner’s Guide

e  Summit Hardware Installation Guide

* HP Management and Configuration Guide for the HP ProCurve Series 4100GL
Switches, Series 2600 Switches, and Switch 6108

* HP AlphaServer SC Interconnect Installation and Diagnostics Manual

Do not begin the software installation until the hardware is installed and
configured.

Read the HP AlphaServer SC Release Notes before installing the HP AlphaServer
SC software. You should also read the HP TruCluster Server Technical Overview to
become familiar with the HP AlphaServer SC architecture and terminology. Chapter
1 of the HP AlphaServer SC System Administration Guide describes the main
components of an HP AlphaServer SC system.

This chapter provides the following information:

e |nstallation Overview (see Section 1.1 on page 1-2)

* License Requirements (see Section 1.2 on page 1-3)

* HP AlphaServer SC Subsets (see Section 1.3 on page 1-4)
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* Base System Subsets (see Section 1.4 on page 1-6)
* General Considerations (see Section 1.5 on page 1-7)

1.1 Installation Overview

The software installation process involves the following steps:

1. If thisisafull installation, plan the installation and ask the site network administrator for
therequired IP information. This processis described in Chapter 2.

If you are upgrading from an earlier release, plan the upgrade. This process is described
in Chapter 4.
2. Install and configure the software, and set up the domains, as follows:

a. Manualy install and configure the Tru64 UNIX operating system software — on
either the management server or Node 0.1

b. Configure either the management server or Node 0* as a Remote Installation
Services (RIS) server for the system, using the ris command.

c. Manually install and configure the HP AlphaServer SC system software — on either
the management server or Node 0.1

d. Set up the SC database — on either the management server or Node 0* — using the
sra setup command.

€. Check the state of all of the other nodesin the HP AlphaServer SC system, by
running commands (sra diag, sra command, sra ethercheck, and sra
elancheck) on either the management server or Node O

f. Install and configure the software on the system, by running the sra install
command to create afully installed domain. Thesra install command automates
the following steps:

— RIS-boots the specified nodes from the RIS server (see step b above)

— Installsand configuresthe Tru64 UNIX operating system software and the HP
AlphaServer SC system software on these nodes.

— Copiesthelicense database (including TruCluster and ASC licences) to the
first node of each domain.

— Transforms each specified single-node system into a single-node domain.
— Adds new members to the domains.
— Performs additional configuration tasks on the specified nodes.

This processis described in Chapter 7.

1-2

1. Perform thistask on the management server, if used. If not using a management server, perform this
task on Node O.

Installation Overview



License Requirements

3. Perform the final installation tasks: configure the external network interfaces, improve
domain availability by adding votes, configure the RM S database on Node 0 or on the
management server if used, create the RMS partitions. Then run the example MPI
program.

This process is described in Chapter 8.
Once hardware setup is complete, it typically takes up to two working days to install HP

AlphaServer SC System Software Version 2.6 (UK2) on a 1024-node system. A detailed
overview of the complete installation processis provided in the following appendixes:

* Appendix A (Installation Overview and Checklist: When the System Has a Management
Server)

* Appendix B (Installation Overview and Checklist: When the System Does Not Have a
Management Server)

Each of these appendixes also provides an installation checklist to help you to complete al of
the installation tasks in the correct order.

1.2 License Requirements

There are no system-wide licenses. Each HP AlphaServer SC member must have its own
licensesinstalled. For the first member, after installing and licensing Tru64 UNIX, load and
register an HP AlphaServer SC license and TruCluster license (TCS-UA) to create asingle-
member cluster.

Each time you add an additional member to the HP AlphaServer SC system, the entire
license database (including the TCS-UA and ASC licenses) is propagated from the first
member of the domain (Node 0, 32, 64 and so on) to the new member.

Note:

Thesra install command propagates the license database.

After domain creation, any additional required application licenses must be registered on
each member that will run the application.

Note:

You can boot a system that does not have an HP AlphaServer SC license. The system
joins the domain and boots to multiuser mode, but only the root user can login
(with amaximum of two users).
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The system displays alicense error message reminding you to load the license. This
policy enforces license checks while making it possible to boot, license, and repair a
system during an emergency.

For more information about registering licenses, see Section 5.1.5.1 on page 5-10 or Section
6.1.4.1 on page 6-8, and the Tru64 UNIX Software License Management manual.

1.3 HP AlphaServer SC Subsets

1-4

In addition to the operating system software (that is, Tru64 UNIX), severa HP AlphaServer
SC subsets are installed. Table 1-1 lists the HP AlphaServer SC subsets installed by the HP
AlphaServer SC installation tools.

Table 1-1 HP AlphaServer SC Subset Contents

Subset Name

Description

SRAOSFPATCH320 HP AlphaServer SC patch software for Tru64 UNIX software
SRATCRBASE320 HP AlphaServer SC patch software for TruCluster Server software
ELNMOD340 HP AlphaServer SC Interconnect software

JTGMOD320 JTAG Switch Management software

SRABASE320 HP AlphaServer SC Installation Utility (SRA) software

SRATCL 320

SRAGXEXEC320 HP AlphaServer SC Global Execution

SRACFENGINE320

HP AlphaServer SC cfengine

SRAUPG320 HP AlphaServer SC upgrade software
TCRBASE540 TruCluster Server software
TCRMAN540

TCRMIGRATES40

SRASY SMAN320 HP AlphaServer SC Sysman software
SCFSBASE320 HP AlphaServer SC File System (SCFS) software
SCFSBIN320

QSWNETDIAGS340

SRAMPI320
PPMBASE320

HP AlphaServer SC Interconnect diagnostic software
HP AlphaServer SC Message Passing Interface (MPI) software

Performance Visualizer performance monitoring software
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Table 1-1 HP AlphaServer SC Subset Contents

Subset Name Description

RMSBASE320 HP AlphaServer SC Resource Management System (RMS) software

RMSD320

RMSELAN320

RMSL SFSUP320

RMSMAN320

RMSPANDORA320

SWMSUP120 HP AlphaServer SC Interconnect Controller Switch Management
software

PFSMOD320 HP AlphaServer SC Parallel File System (PFS) software

MSQL SUP340 HP AlphaServer SC mSQL Support

Table 1-2 shows the approximate disk space requirements for each HP AlphaServer SC
subset in theroot (/), Zusr, and /var file systems on the Tru64 UNIX system.

Table 1-2 HP AlphaServer SC Disk Space Requirements

Root File lusr File Ivar File Total
Subset Name  System (bytes) System (bytes) System (bytes) (bytes and MB)

SRAOSFPATCH320 67 918 0 0 67 918
SRATCRBASES320 194 537 831173 0 1025710
ELNMOD340 0 3095 769 0 3095 769
JTGMOD320 0 372 648 0 372 648
SRABASE320 40 120 3631731 41132 3712983
SRATCL320 0 3745906 0 3745906
SRAGXEXEC320 369 10410 362 8192 10 418923
SRACFENGINE320 16 929 2098 775 88 708 2204 412
SRAUPG320 8192 452 166 0 460 358
TCRBASE540 613 261 52 224 811 10310776 63 148 848
TCRMANS540 0 882 353 0 882 353
TCRMIGRATES40 0 1069 348 0 1069 348
SRASY SMAN320 31030 4926 406 61 795 5019 231
SCFSBASE320 0 53 558 0 53 558
SCFSBIN320 26 934 1595 245 0 1622179
QSWNETDIAGS340 0 5422 376 0 5422 376
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Table 1-2 HP AlphaServer SC Disk Space Requirements

Root File lusr File Ivar File Total
Subset Name  System (bytes) System (bytes) System (bytes) (bytes and MB)

SRAMPI320 0 58 479 084 0 58 479 084
PPMBASE320 0 2593 288 0 2593 288
RMSBASE320 0 10077 674 41311 10 118 985
RMSD320 23744 21478 373 0 21502 117
RMSELAN320 396 377 15 468 002 0 15864 379
RMSL SFSUP320 0 914 372 0 914 372
RMSMAN320 0 540 150 0 540 150
RMSPANDORA320 0 4334 055 0 4334 055
SWMSUP120 1990 800 5091 388 0 7082 188
PFSMOD320 537 394 1214 495 0 1751889
MSQL SUP340 27561 1774258 42 062 1843881

1.4 Base System Subsets

When you install Tru64 UNIX, you must select AdvFS as the file system type for the root
(/), /usr, and /var file systems.

If your HP AlphaServer SC system will contain different types of file systems, make sure to
load the optional Tru64 UNIX subsets needed to support different hardware configurations.
For example, because keyboards and graphics cards require specific subsetsin order to work
properly, load al keyboard and font subsets.

Regardless of the types of file systemsin the HP AlphaServer SC system, HP strongly
recommends that, unless prohibited by site policy, you load all subsets from the base
operating system media when installing the Tru64 UNIX system.

You may add different file systems at alater date, or you may install an application that has a
dependency on asubset you did not install. You can add additional software subsets |ater,
but, because you are dealing with only one system, it is easier to install them before you
create a cluster.

Note:

If you are installing subsets from the Associated Product CD-ROMS, please do not
install the TruCluster software contained, as HP AlphaServer SC usesits own
version of the TruCluster software.
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1.5 General Considerations

Note the following general installation considerations:

If you build your own kernels, be aware that in an HP AlphaServer SC system, /vmunix
is a context-dependent symbolic link (CDSL):

/vmunix -> cluster/members/{memb}/boot partition/vmunix

Treat a CDSL as you would any other symbolic link: remember that copying afile
follows the link, but moving afile replaces the link. If you were to move (instead of
copy) akernel to /vmunix, you would replace the symbolic link with the actual file.

The HP TruCluster Server Technical Overview describes CDSLs; Chapter 24 of the HP
AlphaServer SC System Administration Guide provides information on using and
repairing CDSLs.

You must have at least 512M B of memory available on each member system.

HP AlphaServer SC supports the UNIX® File System (UFS) as aread-only file system
only.
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Pre-Installation Planning

This chapter describes the activities that you should perform when planning the installation.

Note:

Use the checklist provided in Appendix A (if using a management server) or
Appendix B (if not using a management server), to ensure that you complete all
installation tasks in the correct order.

If adding a management server to an HP AlphaServer SC system after domain
creation, use the checklist provided in Appendix C to ensure that you complete all
installation tasks in the correct order.

The information in this chapter is structured as follows:

Review the Release Notes (see Section 2.1 on page 2-2)

Assign the External Network 1P Addresses (see Section 2.2 on page 2-2)

Assign the System Name and Default Cluster Aliases (see Section 2.3 on page 2-3)
Plan the Local and Global Storage (see Section 2.4 on page 2—7)

Choose the Root Password (see Section 2.5 on page 2—-16)

Record the External Gateway |P Address (see Section 2.6 on page 2—16)
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2.1 Review the Release Notes

Please review the Release Notes for True4 UNIX Version 5.1B and for Tru64 UNIX Version
5.1B-3, aswell asthose for HP AlphaServer SC Version 2.6 (UK?2). These documents are
|ocated as follows:

e Tru64 UNIX Version 5.1B Release Notes are located on the HP Tru64 UNIX Version 5.1B
Documentation CD-ROM . This document describes significant new and changed
featuresin Version 5.1B of the Tru64 UNIX operating system, and lists features and
interfaces scheduled for retirement in future rel eases.

For adescription of the new and changed features of Tru64 UNIX Version 5.1B-3, refer
to the Tru64 UNIX Release Notes for Version 5.1B-3, available at:

http://h30097.www3.hp.com/docs/base doc/DOCUMENTATION/V51B-3/HTML/
TITLEHTM

* HP AlphaServer SC Version 2.6 (UK2) Release Notes are located in the /docs directory
on the HP AlphaServer SC System Software CD-ROM. This document provides
information on restrictions to the software and documentation for HP AlphaServer SC
system software.

2.2 Assign the External Network IP Addresses

2-2

The process to assign the external network 1P addresses is performed when you run the

sra setup command as described in Section 5.2 and Section 6.2. Thesra setup
command automatically allocates an |P address and subnet mask to each external network
interface — you must have at least two external network interfaces on each domain (one on
thefirst two nodes of each domain: Nodes 0 and 1; Nodes 32 and 33; Nodes 64 and 65 and so
on), and one on the management server (if used).

A typical scheme uses abase |P address for the external interface for node 0, and increments
this IP address by 1 for the external interface to node 1, node 32, node 33, and so on. It also
uses a different base |P address for the cluster alias for domain 0, and increments this IP
address by 1 for each subsequent cluster alias. If you follow this scheme, the sra setup
process automatically enters the | P addresses in the database, based on the base | P addresses
that you enter. Otherwise, the sra setup process prompts you for each external node IP
address and each cluster alias |P address in the system.

Ask your site network administrator for thisinformation, and record it in Appendix D.
Note:

Use the checklist provided in Appendix D to record al site-specific information.

Pre-Installation Planning



Assign the System Name and Default Cluster Aliases

2.3 Assign the System Name and Default Cluster Aliases

When planning the system name, consider the future size of your system, as described in
Section 2.3.1 on page 2-3.

The names of the default cluster aliases are derived from the system name. However, you
must plan other attributes of the default cluster aliases, as described in Section 2.3.2 on page
2—4 and Section 2.3.3 on page 2-4.

The system name is the only name that you need to choose — all other names are then
derived from the system name, as shown in Table 2—2 on page 2-6.

Note:

The system name, and the names of the default cluster aliases, must not end with a
digit. The system name must not contain dashes or other forms of punctuation.

2.3.1 System Name

The system name must consist of letters and numbers only and it must not end in a number.

The HP AlphaServer SC installation process uses the system name to derive both the cluster
alias names and the host names of each member in each domain.

For example, in a 64-node system with system name atlas, the cluster aliases are atlasDO
and atlasD1 while the node host names are atlasO, atlasl, ..., atlas63.

If you prefer the cluster alias naming convention used in previous releases, you can select
this option during the installation process.

However, if the number of nodesisless than or equal to 32, and you therefore choose to have
only one domain, the cluster alias name is the same as the system name — in the above
example, the cluster alias name would be atlas. If you later increase the number of nodesto
33 or more, you must create a second domain (atlasD1), and rename the origina cluster
dias (from atlas to atlasDO).

I your system currently has 32 nodes or less but you plan to have 33 nodes or more, enter the
proposed total number of nodes when prompted by the sra setup command (see either
Section 5.2 on page 5-37 or Section 6.2 on page 6-24). The number of domains required for
the proposed total system are then created, with the correct naming convention. Record the
system name in Appendix D.

If the system has a management server, the name of the management server is free format.
However, it is advisable to derive a management server name from the system name, for
example, atlasms in asystem called atlas.
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For systems with clustered management servers, HP recommends that the names of the
individual management server nodes are of the format atlasms0 and atlasms1, and the
management server cluster aliasis atlasms. The diasis then the name of the management
server asdefined in the sra setup dialog.

2.3.2 Domain Types

In HP AlphaServer SC Version 2.6 (UK2), there are two domain types:

* File-Serving (FS) domain

e Compute-Serving (CS) domain

HP AlphaServer SC Version 2.6 (UK2) supports a maximum of four FS domains.

An FS domain can be any domain. It is hot mandatory to create an FS domain, but you will
not be ableto use SCFSif you have not done so. For more information about SCFS, see
Chapter 7 of the HP AlphaServer SC System Administration Guide.

If you choose to have a small FS domain to maximize the number of hodesin the remaining
CSdomains, you should avoid gapsin the numbering sequence. The first node in the first CS
domain should start directly after the last node in the FS domain. From a cabling perspective,
the ports used on the HP AlphaServer SC Interconnect switch should also be contiguous.

If you intend to add more nodes to the FS domain later, it is acceptable to leave gaps in the
numbering sequence. In such cases, you must leave corresponding gaps in the cabling
sequence. You must also ensure that the total node count set in the SC database reflects the
final node count; that is, that it includes those nodes not yet added.

2.3.3 Default Cluster Aliases

2-4

The default cluster alias is a name, with an associated |P address, that makes al of the
systemsin adomain look like asingle system to the outside world. Depending on the number
of nodesin your HP AlphaServer SC system, you need up to 32 default cluster aliases— that
is, one for each domain. The default cluster alias is assigned during cluster installation, and
all members of the domain automatically join the default cluster alias at boot time.

You must plan the following attributes of each default cluster alias:

* Name (the domain name) — the default value is derived from the system name (see
Table 2-2 on page 2-6)
HP recommends that you accept the default values for the domain names. The default
names are derived by appending the letter D and an incrementing number to the system
name. For example, if the system name is atlas, assign the following names to the
domains: atlasD0O, atlasD1, and so on (see Section 5.2 on page 5-37 or Section 6.2
on page 6-24).
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* |Paddress — note that the cluster aias |P address should not be a 10 address. However,
if your system setup requires you to use a 10 address, refer to Appendix G.

e Subnet mask
Note:

The domain naming scheme (atlasA, atlasB) used in earlier HP AlphaServer SC
releases is supported in HP AlphaServer SC Version 2.6 (UK2).

Ask your site network administrator for the necessary information, and record it in

Appendix D.

Table 2-1 lists the convention used to assign IP addresses in an HP AlphaServer SC system.

Table 2—2 on page 2—6 shows the domain naming scheme.

Table 2-1 HP AlphaServer SC IP Addresses

Component IP Address Range
Net mask 255.255.0.0

Cluster Interconnect (IP suffix: —-ics0) 10.0.x.y

System Interconnect (1P suffix: —eip0) 10.64.x.y
Management network interface card 10.128.x.y

Terminal server t, wheret is 1-254 10.128.100.t
Management server m on management LAN, wheremis1, or 2forthesecond 10.128.101.m

member of a clustered management server

Management server m Cluster Interconnect (IP suffix: —-ics0) 10.32.0.m
Management server Gigabit Interconnect (1P suffix: —icstcpO0) 10.33.0.m

Ethernet switch g, where g is 1-11 10.128.103.g

HP SANworks Management Appliance or Fibre Channel switch f, 10.128.104.F

wheref is 1-254

RAID array controller a, wherea is 1, 2, and so on 10.128.105.a

HP AlphaServer SC Interconnect Control Card for Node-Level switch N, 10.128.(128+r) . (N+1)

wherer istherail number and N is 0-31

HP AlphaServer SC Interconnect Control Card for Top-Level switch T, where
ristherail number and T is 0-15

Preferred server cluster alias addresses (where FS is 0-3, thus accommodating
amaximum of four FS domains, and y is the member ID within the FS
domain)

10.

10

128.(128+r) . (T+128)

.128.(106+FS) .y
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Table 2-2 Domain Naming Scheme

First Domain

Second Domain

Element Name IP Address Name IP Address
Default Cluster atlasDO site-dependent atlasD1 site-dependent
Alias (domain

name)

Nodes atlasO, 10.128.0.1, atlas32, 10.128.0.33,
(node names on atlasil, 10.128.0.2, atlas33, 10.128.0.34,
management

network) atlas31 10.128.0.32 atlas63 10.128.0.64
Cluster atlas0O-icsO0, 10.0.0.1, ..., atlas32-icsO, ..., 10.0.0.33, ...,
Interconnect atlas3l-ics0O 10.0.0.32 atlas63-ics0 10.0.0.64
System atlasO-eip0, ... 10.64.0.1, , atlas32-eipo0, , 10.64.0.33, ...,
| nterconnect atlas3l-eip0 10.64.0.32 atlas63-eip0 10.64.0.64
External Network!  atlasO-extl, site-dependent atlas32-extl, site-dependent

atlas3l-extl

atlas63-extl

Terminal Server atlas-tcl 10.128.100.1 atlas-tc2 10.128.100.2
Third Domain Last Domain

Element Name IP Address Name IP Address

Default Cluster atlasD2 site-dependent atlasD31 site-dependent

Alias (domain

name)

Nodes atlas64, 10.128.0.65, atlas992, 10.128.7.97,

(node names on atlas65, 10.128.0.66, atlas993, 10.128.7.98,

management

network) atlas95 10.128.0.96 atlas1023 10.128.7.128

Cluster atlas64-icsO, ..., 10.0.0.65,..., atlas992-icso0,... 10.0.7.97,...,

Interconnect atlas95-ics0 10.0.0.96 atlas1023-ics0 10.0.7.128

System atlas64-eip0, ..., 10.64.0.65,..., atlas992-eip0, 10.64.7.97

I nterconnect atlas95-eip0 10.64.0.96

atlas1023-eip0 10.64.7.128

External Network!  atlas64-extl, ..., site-dependent atlas992-extl,..., site-dependent
atlas95-extl atlas1023-extl

Terminal Server atlas-tc3 10.128.100.3 atlas-tc32 10.128.100.32

IThe suffix isext1 for the first external network interface, ext2 for the second, and so on.
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2.4 Plan the Local and Global Storage

System storage is provided by a RAID subsystem, which is connected to the first two nodes
in each domain, as shown in Figure 2—1 on page 2-9.

The amount of data storage, and the number of file-serving nodes deployed, is site-specific.
Thefirst two nodesin each domain must have external storage capahility, to servethe system
storage files. As system storage requires only a small amount of space, the external storage
on these nodes can also hold user data.

HP AlphaServer SC permits three kinds of shared storage technology for the domain system
storage: HSG80 from the Enterprise Storage Array (ESA) and Enterprise Modular Array
(EMA) families, HSV 110 from the Enterprise Virtual Array (EVA) family; and the Modular
SAN Array 1000 (M SA1000). For more information about system storage and supported
RAID products, see Chapter 6 of the HP AlphaServer SC System Administration Guide.

The HP StorageWorks Modular SAN Array 1000 (MSA1000) isthe entry-level storage
subsystem for HP AlphaServer SC systems and is only supported for systems that have only
one domain. If you have more than one domain, it is more cost-effective to use an alternative
type of storage subsystem. The MSA 1000 is configured with two RAID controllers, with one
controller in standby mode.

The HSG80 and HSV 110 storage subsystems can be used in systems that have multiple
domains. In the examples of HSG80 and HSV 110 storage subsystems in this chapter, the
128-node HP AlphaServer SC system is divided into four domains. The first two nodesin
each domain have two fibre channel Host Bus Adapter (HBA) cards each, and the storage is
configured with two RAID controllers.

For 1024-node systems, the HSG80 or HSV 110 system storage configuration istypicaly built
from eight individual and independent 128-node storage blocks. Each 128-node storage block
will have a separate RAID controller pair; therefore, every configuration step described in this
chapter must be repeated on each 128-node storage block. Asyou progress through the eight
individual blocks, the node numbers will increase but all other settings (disks, units,
identifiers) remain unchanged.

If your system has a different configuration (different number of domains, nodes, or HBA
cards per node), please modify the relevant commands accordingly. Note that the number of
fibre channel switches configured does not affect the commands in this chapter.

Note:

HP AlphaServer SC Version 2.6 (UK2) supports a maximum of four FS domains.
The SCFSfile system exports file systems from an FS domain to the other domains.
Although the FS domains can be located anywhere in the HP AlphaServer SC
system, HP recommends that you configure either the first domain(s) or the last
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domain(s) as FS domains — this provides a contiguous range of CS nodes for MPI
jobs. Contiguous nodes can take advantage of hardware broadcast on the data
network.

To plan the storage, perform the following tasks:

*  Confirm the Disk Layout (see Section 2.4.1 on page 2-9)

* Planthe Partition Sizing for Local Storage (see Section 2.4.2 on page 2-11)
* Review the System Storage Rules (see Section 2.4.3 on page 2-12)

* Planthe RAID Configuration (see Section 2.4.4 on page 2-13)

Note:

The diagramsin this section refer to File-Serving (FS) domains and
Compute-Serving (CS) domains. Refer to Clustered Management Server (see
Section 3.1.2 on page 3—-3) for information on clustered management servers.
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2.4.1 Confirm the Disk Layout

You must assign disks for both local and globa storage in an HP AlphaServer SC system.

Figure 21 shows the disk layout for the first domain, using the standard recommended
configuration.

cluster /, cluster /usr, and cluster /var

UNIX:
HSG:

HSV:

MSA:

DSK3

RAID Virtual Disk: D1
IDENTIFIER=1

VRAID1 virtual disk: cfsO
OS_UNIT_ID=1
UNIT_ID=1

generic boot

UNIX: DSK4

HSG: RAID Virtual Disk: D2
IDENTIFIER=2

HSV: VRAID1 virtual disk: cfsO_generic
OS_UNIT_ID=2

MSA: UNIT_ID=2

backup/upgrade

UNIX: DSK5

HSG: RAID Virtual Disk: D3
IDENTIFIER=3

HSV: VRAIDL1 virtual disk: cfsO_backup
OS_UNIT_ID=3

MSA: UNIT_ID=3

HSG80 or HSV110 HSG80 or HSV110
or MSA1000 or MSA1000
(cA) (cB)
I | Eibre Channel | |
Node 0 Node 1 Node 2

primary boot primary boot primary boot
48 SRM: DKAO 48 SRM: DKAO 48 SRM: DKAO
UNIX: DSKO UNIX: DSK6

UNIX: DSK8

alternate boot alternate boot alternate boot
48 SRM: DKA100 48 SRM: DKA100 48 SRM: DKA100
UNIX: DSK1
Tru64 UNIX
48 SRM: DKA200
UNIX: DSK2

UNIX: DSK7 UNIX: DSK9

Figure 2-1 Disk Layout in an HP AlphaServer SC Domain
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Figure 2-2 shows the disk layout for the first domain for the HP AlphaServer DS20L, using
the standard recommended configuration.

generic boot backup/upgrade
UNIX: DSK4 UNIX: DSK5
HSG: RAID Virtual Disk: D2 HSG: RAID Virtual Disk: D3
IDENTIFIER=2 IDENTIFIER=3
HSV VRAIDL1 virtual disk: cfsO_generic HSV  VRAIDL virtual disk: cfs0_backup
OS_UNIT_ID=2 0S_UNIT_ID=3
cluster /, cluster /usr, and cluster /var Tru64 UNIX
UNIX: DSK3 UNIX: DSK1
HSG: RAID Virtual Disk: D1 HSG RAID Virtual Disk: D4
IDENTIFIER=1 IDENTIFIER=4
HSV VRAIDL1 virtual disk: cfsO HSV VRAID1 virtual disk: cfsO_Tru64
OS_UNIT_ID=1 OS_UNIT_ID=4
HSG80 or HSV110 HSG80 or HSV110|
(cA) (cB)
| Fibre Channel |
Node 0 Node 1
boot disk boot disk
48 SRM: DKAO 4‘ SRM: DKAO
UNIX: DSKO UNIX: DSK5
Figure 2—2 Disk Layout in an HP AlphaServer DS20L Domain
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2.4.2 Plan the Partition Sizing for Local Storage

You should size the internal storage partitions to suit the configuration of the node and your
temporary requirements. The system installation process suggests default sizes, which you
can modify.

The operating system boot partition requires only 262MB.

The swap space partition size should be set to at |east 1.25 times the size of the physical
memory. This allows an entire job and system daemons to be swapped out in case of high
priority or emergency work. For example, if the nodes that make up your HP AlphaServer SC
system each have 4GB of physical memory, you should set the swap space to 5GB.

The local partition is mounted as /cluster/members/memberM/local. Theinstallation
process creates a CDSL that equates thisto /local on every node. Similarly, the CDSL
/tmp equatesto /cluster/members/memberM/tmp.

The /local file system isused by RM Sto hold job-specific files; for example, core dumps.
The /1ocal file system can also be used to hold component file systems for the parallel file
system (PFS). Note, however, that /1ocal islocal to anode and, therefore, not highly
available.

Figure 2—-3 shows the recommended internal storage partitions for an HP AlphaServer SC
system whose member nodes each have 4GB of physical memory.

Disk 0 Disk 1
Boot Partition Boot Partition
(262MB) (262MB)
Swap Swap
(2.5GB) (2.5GB)
/local /local
(33.4GB)
tmp tmp

Figure 2-3 Recommended Internal Storage Partitions
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Local storageis configured at system installation time. The installation process suggests a
default subdivision, which you can accept or modify. Any modifications become the default,
and are applied to all nodes.

It is also possible to configure selected nodes with layouts that are different from the default
layout, as shown in the example in Table 2-3.

Table 2-3 Example (Not Default) Local Storage Layout

Node Swap /local ftmp
Oand1 44% (16G) 28% (10G) 28% (10G)
2t031 28% (10G) 36% (13G) 36% (13G)

To configure an alternate layout, rerun the sra setup command and select the size to be
used by the majority of the nodes (for example Node 2 to 31 in Table 2-3). Run the sra
edit command to alter the sizes used by the remaining nodes (Node 0 and 1).

2.4.3 Review the System Storage Rules

2-12

System and data storage uses external RAID storage systems connected by one or morefibre
channel switches. While there is considerable flexibility and many possible configurations,
the system must obey the following storage rules so that the system software will operate
correctly:

* All data storage must be connected to the FS domain(s).

* Inall storage subsystems (HSG80, HSV 110, and M SA 1000), multiple-bus failover must
be used, to improve availability and performance. (In MSA 100 storage subsystems, the
second busisin standby mode.) All hosts must have operating-system software that
supports multiple-bus failover mode.

*  Each domain must have unique accessto its own system storage devices (that is, disks) at
alocation in the storage infrastructure.

* The storage infrastructure that supports system storage must meet the following criteria:
— Thefirst two members of each domain must have a path to the storage.

— Thestorage must be highly available; that is, dual HSG80 controllers, dual HSV 110
controllers, or dual MSA1000 controllers, with each port of each controller con-
nected to the Fibre Channel switch.
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Note:

Dual redundant fibre fabric (that is, two fibre channel switches) can be
configured, but is not required. For HP AlphaServer SC Version 2.6 (UK2), dual
redundant fibre fabric is available as a QuickSpec option. Dual redundant fibre
fabric is not available on systems composed of HP AlphaServer DS20L nodes
(the HP AlphaServer SC20 product), as such nodes have only 2 PCI dots.

— [Each system storage must have a configured spareset, to automatically source a
replacement disk in the case of afailed Mirrorset member.

— System storage uses a combination of Mirrorsets and JBOD (just a bunch of disks),
as described later in this chapter.

Note:

The criterialisted above apply to system storage only. Data storage can use any
storage mechanism — RAIDset, Mirrorset, and so on — and can be configured
in any way that satisfies customer requirements.

The SCFSfile system is used to serve storage from the FS domain(s) to one or more CS
domains.

System storage does not require a dedicated controller pair (and associated fibre channel
switch). Instead, system storage disks may be placed anywhere in the available storage
infrastructure. In effect, the CS domains can “piggyback” on the storage infrastructure that
has been put in place to support the FS domains.

2.4.4 Plan the RAID Configuration

HP AlphaServer SC permits three kinds of shared storage technology for the domain system
storage: HSGB80 from the Enterprise Storage Array (ESA) and Enterprise Modular Array
(EMA) families, HSV 110 from the Enterprise Virtua Array (EVA) family; and the Modular
SAN Array 1000 (MSA1000). Please consult the appropriate section to plan the RAID
configuration for the appropriate technol ogy.

* Planning the HSG80 RAID Configuration (see Section 2.4.4.1 on page 2-14)
* Planning the HSV 110 RAID Configuration (see Section 2.4.4.2 on page 2-14)
e Planning the MSA 1000 RAID Configuration (see Section 2.4.4.3 on page 2-15)
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2.4.4.1 Planning the HSG80 RAID Configuration

When creating an HSG80 RAID configuration, consider the following points:

Number of disks

The smaller the number of disks (N) the higher the parity overhead (1/N). Using more
than six disks, while economical in terms of parity overhead, will require two SCS|
transfers to complete, because the RAID array only has six back-end SCS| buses.
Therefore, the use of six disks will provide optimal performance.

Number of RAID sets

The HSG80 gives optimal performance for sequential transfers with two concurrently
active RAID sets, one per controller.

Preferred controller for a unit

Units (the OS-visible equivalent of a storage set) should be balanced across the different
controllers using the SET UNIT command. When the preferred controller has been set
for the units, you must restart both controllers before the assignment will take effect.

Maximum cache transfer size

When setting up a unit, set this parameter to alarge number — the maximum valueis
2048 blocks = 1IMB. This allows the controller to aggregate data for a sequential stream
in cache and to perform parity calculations in memory, avoiding read-modify-write
cycles on the disk.

For more information, see the HP StorageWorks HSG80 Array Controller CLI Reference
Guide.

2.4.4.2 Planning the HSV110 RAID Configuration

2-14

When planning an HSV 110 RAID configuration, consider the following points:

Virtual RAID (VRAID)
The HSV 110 uses virtualized RAID sets instead of conventional RAID.

Disk Groups

The HSV 110 allows you to separate virtual disks into separate disk groups, distinct from
and independent of the other disk groups in the subsystem. Disk group boundaries do
allow some control over data placement and can be used to influence availability and
performance. However, the benefits of virtualization are diminished by disk group
boundaries.

Advantages:

— Creating virtual disksin different disk groups divides them into separate failure
domains. In situations where the application retains two copies of the data, placing
each copy in a separate disk group ensures that both copies of the dataare not lost in
case of failure.
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Disadvantages:

Capacity Utilization: separate disk groups create boundaries across which spare
capacity cannot be used.

Spare Capacity: the spare capacity used to recover redundancy in the event of disk
failure cannot be shared between disk groups. The more disk groupsthat are created,
the more spare capacity must be reserved.

Performance: By creating different disk groups, you reduce the number of spindles
towhich aVRAID disk is distributed. This may impact performance.

¢ General Guidelines:

HP recommends that you do not attempt to cal culate capacity requirements too
finely. While virtualization improves capacity efficiency, the virtualization algo-
rithms require free space. HP recommends maintaining a free capacity above 10%.

Create the least number of disk groups consistent with failure and performance isola-
tion requirements.

Arrange disk groups vertically (visually).
Keep an even multiple of 2 for disk group size (for example 8, 12, 16)

Do not attempt to mix disk size and speed within a disk group. You can, however,
mix disk sizes and speeds within different disk group sets.

Install disksfrom left to right. For system storage, add disksin pairs (that is, two at a
time), and install half the disks on the top shelf and half on the bottom shelf.

2.4.4.3 Planning the MSA1000 RAID Configuration

The HP StorageWorks Modular SAN Array 1000 (M SA1000) storage controller is the entry-
level storage subsystem for HP AlphaServer SC systems and is only supported for systems
that have one domain. When planning an MSA 1000 RAID configuration, consider the
following points:

* Disk Capacity
The MSA 1000 storage building block provides two 14-drive enclosures (dua Ultra-3
SCSl disk enclosures for atotal of 28 disk drives on four Ultra-3 SCSI buses).

* Redundancy

The MSA 1000 controllers work in active/standby mode. Only one controller is active at
any time.

e Management

The MSA1000 is configured using the Command Line Interface (CLI) and through a
serial cable. For more information, refer to Section 3.16 on page 3-62.
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2.4.4.4 Managing a Fibre Channel Switch

The most basic way of managing a StorageWorks Fibre Channel switch is by telneting to the
switch and using acommand line interface. Please see the HP StorageWorks Fibre Channel
Storage Switch User’s Guide for details.

The only suggested StorageWorks Fibre Channel Switch management task is switch zoning, to
isolate different domains sharing a switch — see Section 3.13.2, page 3-26.

2.5 Choose the Root Password

You must select aroot password before you perform any installation steps.

When the installation is complete, you can change the root password.

2.6 Record the External Gateway IP Address

Ask your site network administrator for the IP address of the external gateway, and record
thisvaluein Appendix D.
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Physical Installation

This chapter describes how to physicaly install the HP AlphaServer SC system.

Use the checklist provided in Appendix A (if using a management server) or Appendix B (if
not using a management server), to ensure that you complete all installation tasks in the
correct order. If you are adding a management server to an HP AlphaServer SC system after
system creation, use the checklist provided in Appendix C to ensure that you complete al
installation tasks in the correct order. The information in this chapter is structured as follows:

* Management Server (see Section 3.1 on page 3-2)

*  Compute Nodes and File Serving Nodes (see Section 3.2 on page 3-4)

e Physical Instalation Overview (see Section 3.3 on page 3-4)

*  Connect the Management Network (see Section 3.4 on page 3-11)

* Populate the HP AlphaServer SC PCI Slots (see Section 3.5 on page 3-17)

* Configure Hardware for a Dual-Rail Configuration (see Section 3.6 on page 3-20)
*  Connect the HP AlphaServer SC Interconnect (see Section 3.7 on page 3-20)

*  Connect the Node Console Port (see Section 3.8 on page 3-21)

e Configure the HP AlphaServer SC Interconnect Control Card with an IP Address (see
Section 3.9 on page 3-22)

* Configure the Termina Serverswith an IP Address (see Section 3.10 on page 3-22)
*  Connect the Fibre Channel Switches (see Section 3.11 on page 3-23)

* Verify Storage Component Revisions (see Section 3.12 on page 3-24)

e Configure the Fibre Channel Switch (see Section 3.13 on page 3-24)

e Configure the System Storage on the HSG80 (see Section 3.14 on page 3-27)

*  Configure the System Storage on the HSV 110 (see Section 3.15 on page 3-44)
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*  Configure the System Storage on the M SA1000 (see Section 3.16 on page 3-62)

3.1 Management Server

A system can optionally be configured with a front-end management server. If the front-end
management server is configured, certain housekeeping functions run on this server. This
management server is not connected to the high-speed interconnect. If the management
server is not configured, the housekeeping functions run on Node O (zero).

You can configure a single standal one management server, as described in Section 3.1.1, or
you can have two management servers configured as a cluster, as described in Section 3.1.2.

3.1.1 Standalone Management Server

3-2

Thisisanon-clustered Tru64 UNIX server. The standalone management server, similar to
the first two members of each domain, is configured with two Ethernet interfaces: one for the
management LAN and one for an external LAN. The standalone management server is not
connected to the HP AlphaServer SC Interconnect. The server types supported inthisrole are
HP AlphaServer DS10, HP AlphaServer DS20E, and HP AlphaServer ES45. The
management server node should be configured as shown in Figure 3-1, which shows an
example HP AlphaServer SC standal one management server.

Single Management Server

Three types allowed:

— — HP AlphaServer DS10

—— HP AlphaServer DS20E
% HP AlphaServer ES45

Figure 3—1 Single Management Server
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3.1.2 Clustered Management Server

Thisisastandard TruCluster Server software implementation operating over a Gigabit
Ethernet Interconnect, and should not be confused with the HP AlphaServer SC system,
which operates over the HP AlphaServer SC Interconnect. In HP AlphaServer SC Version
2.6 (UK?2), the clustered management server is qualified at two nodes. The server types
supported in thisrole are HP AlphaServer DS10, HP AlphaServer DS20E, and HP
AlphaServer ES45. Both servers should have identical hardware specifications. The
implementation uses fibre channel shared storage provided by HSG80, HSV 110, or

M SA 1000 technol ogy.

Figure 3-2 shows an example HP AlphaServer SC dual management server and how the
management server nodes are connected.

Du

al Management Server

KVM

no disks

HBA

eia

. or
77777777777777777777777777 eib >< FC Switch [ MSA1000

GigaBit Interconnect % ffffff » Ii

| HSGS80 or
HSV110

HBA
no disks

eia

| Logical
eib disks

cluster

quorum

true4

boot - member 1
boot - member 2

Figure 3-2 Dual Management Server
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3.2 Compute Nodes and File Serving Nodes

The HP AlphaServer SC system is comprised of multiple domains. There are two types of
domains: File-Serving (FS) domains and Compute-Serving (CS) domains. Nodes within
these domains are called Compute Nodes or File-Serving Nodes.

3.3 Physical Installation Overview
Figure 3-3 on page 3-5 shows an example HP AlphaServer SC configuration for a 16-node
system.

Figure 34 to Figure 3—7 show how the first three nodes are connected to the networks of the
HP AlphaServer SC system, depending on the type of HP AlphaServer SC Interconnect
switch used. See Table 3—1 to identify which figure appliesto your system.

Table 3-1 How to Connect the Components of an HP AlphaServer SC System

If you are using... See...

HP AlphaServer SC 16-port switch Figure 34 on page 3-6
HP AlphaServer SC 128-port switch Figure 3-5 on page 3-7
HP AlphaServer SC 16-port switch and DS20L Nodes Figure 3-6 on page 3-8
HP AlphaServer SC 128-port switch and DS20L Nodes Figure 3-7 on page 3-9

HP AlphaServer SC 128 Switchesin afederated configuration.  Figure 3-8 on page 3-10

Note:

These diagrams are not to scale.

The nodesin these diagram have been re-arranged to show the cables more clearly
— in anetwork cabinet, node numbers increase from bottom to top.
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Figure 3-3 shows an example HP AlphaServer SC configuration, for a 16-node system. In
this diagram, the ES4x value is used to represent either HP AlphaServer ES40, HP
AlphaServer ESA5, or HP AlphaServer DS20L nodes. KVM switch represents a Keyboard-
Video-Mouse switch.

ES4x B ES4x B ES4x B ES4x @ ES4x ES4x jll ES4x

Management
Server
(optional)

AlphaServer SC .
Management Interconnect Terminal

LAN Switch Switch Server

KVM
Switch

AL I FS4x ll ES4x ESax [l ES4x [l ES4x [l ES4x [l Es4x [l ES4x

Monitor

=

Legend
—— AlphaServer SC Interconnect (10.0.0.n)
— Management Network (10.128.0.n)
mmmmss Console Network
I External Network, mandatory (site-specific)
Il W External Network, optional (site-specific)

Figure 3-3 HP AlphaServer SC Configuration for a 16-Node System
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Figure 3—4 shows how the first three HP AlphaServer ES40 nodes are connected to the
networks of an HP AlphaServer SC system containing an HP AlphaServer SC 16-port
switch, an optional management server, and an optional second rail.

4-Port KVM Switch

woniTon ._'_P_ — — -
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24-Port Ethernet Switch

i
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CUSTOMER RAID CONSOLE
PORT AS REQUIRED
| [ NODE 0
AlphaServer SC 16-Port Switch (rear)
(e M=o P (rear)
o ——
uuuuuuuu
P ES40 - -
System Box (rear) First Rail
[
EXTERNAL T
neTwork @ |—|—

TO FIBRE CHANNEL SWITCH
SWITCH FIBER OPTICS A0

=== [T
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ETHERNET SWITCH

| | NODE 1 T
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Management Server NETWORK
e - —— Aprasevereses || | | | || —=li—
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Figure 3—4 Node Network Connection When Using an HP AlphaServer SC 16-Port Switch
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Figure 3-5 shows how the first three nodes are connected to the networks of an HP
AlphaServer SC system containing an HP AlphaServer SC 128-port switch, an optional
management server, and an optional second rail.

8-Port KVM Switch
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NODE 1

CUSTOMER RAID CONSOLE
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—|
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Figure 3-5 Node Network Connection When Using an HP AlphaServer SC 128-Port Switch
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Figure 3—6 shows how the first two HP AlphaServer DS20L nodes are connected to the
networks of the HP AlphaServer SC system containing an HP AlphaServer SC 16-port

switch and a management server.

24-Port Ethernet Switch

wws.|

DS20E

DECserver 716

4’ DECserver 716
4’ FIBRE CHANNEL SWITCH 1

4‘ FIBRE CHANNEL SWITCH 0

\
Q\ e o]
I
—— ‘

AlphaServer DS20L
System Box (Rear)

AlphaServer SC 16-Port Switch (rear)

AlphaServer DS20E

TO FIBRE CHANNEL SWITCH ‘:%[

AlphaServer DS20L

System Box (Rear)

TO TO
MONITOR ETHERNET SWITCH

MANAGEMENT
SERVER

System Box (Rear)

NODE 0

\

TO
KEYBOARD
AND MOUSE

TO FIBRE CHANNEL SWITCH

P

Cl1 PCl 4 EPCI

=)

Figure 3—6 Node Network Connections: HP AlphaServer SC 16-Port Switch, HP AlphaServer
DS20L Nodes
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Figure 3—7 shows how the first two HP AlphaServer DS20L nodes are connected to the
networks of the HP AlphaServer SC system containing an HP AlphaServer SC 128-way

switch and a management server.

48-Port Ethernet Switch

Physical Installation Overview

-uu EEER EE
= Jusi B %

DS20E
DECserver 716
FIBRE CHANNEL

DECserver 732

Tk Tl | hThTﬁYﬂ
Q/ u\

TO AIBRE CHANNEL SWITCH

AlphaServer DS20L
System Box (Rear)

TO FIBRE CHANNEL SWMITCH

AlphaServer SC 128-Port Switch (rear)

TO ETHERNET SWITCH

%

PCI1 PCI4EPCI6

Figure 3—7 Node Network Connections: HP AlphaServer SC 128-Port Switch, HP AlphaServer

DS20L Nodes
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Figure 3-8 shows the hardware connections when using afederated HP AlphaServer SC
Interconnect configuration.

| | | |
...H ﬁ.llé M...H 448 ...H
Node-Level Node-Level Node-Level Node-Level
Switch Switch Switch Switch

Management Server

(or TruCluster MS)

EES===—=
Top-Level
Management LAN Switch Terminal
Switches Servers
Node-Level Node-Level Node-Level Node-Level
Switch Switch Switch Switch

Node
i |
1
1
[ |

Legend

AlphaServer SC Interconnect
Management Network
s CoNsole Network

e Fxternal Network, mandatory
=m = m External Network, optional

Figure 3-8 Federated HP AlphaServer SC Interconnect Configuration
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3.4 Connect the Management Network

This section describes how to connect the management network and subsequently how to
configure each kind of Ethernet switch supported by HP AlphaServer SC Version 2.6 (UK?2).
The information in this section is structured as follows:

* Cable the Management Network (see Section 3.4.1 on page 3-11)
e Configure the Summit Switch (see Section 3.4.2 on page 3-12)
* Configure the ProCurve Switch (see Section 3.4.3 on page 3-14)

When configuring the switch, please follow the instructions in the appropriate section for
your switch type.

3.4.1 Cable the Management Network

Cable the management network as follows:

1. The management network interface adapter isthe first network adapter on anode (in
UNIX itiscalled ee0, inthe SRM Consoleit is called eia0).

Note:

For the HP AlphaServer DS20L product, the second network adapter is used as the
management network (in UNIX itiscalled eel, in the SRM Consoleit is called
eib0). This adaptation isrequired in order to implement the WOL functionality.

Note:

In True4 UNIX Version 5.1B, the device probe order is system-dependent. On
systems with more than one network interface, the SRM equivalent of ee0 may not
beeia0.

Connect the appropriate adapter — on each node, and on the management server (if
used) — with an appropriate cable to aport on the switch. The adapter may be connected
to any port.

2. Connect the HP AlphaServer SC Interconnect Control Processor to a port on the switch.
Record the port number in Appendix D; you will need this number in step 8 of Section
3.4.2 and step 7 of Section 3.4.3.

3. Connect theterminal server to a port on the switch. Record the port number in Appendix
D; you will need this number in step 9 of Section 3.4.2 and step 8 of Section 3.4.3.

4. Connect the Fibre Channel switch to a port on the switch. Record the port number in
Appendix D; you will need this number in step 10 of Section 3.4.2 and step 9 of Section
3.4.3.
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3.4.2 Configure the Summit Switch

3-12

Note:

This section describes how to connect the management network using the 48-port
Summit switch from Extreme Networks. If you are using a 24-port Summit switch,
substitute “24” for “48” in the commands in this section.

To configure a Summit switch, perform the following tasks:
1. Connect aterminal to the Summit switch.
2. Power on the Summit switch. When the switch has powered up, the login prompt

appears. Enter the username admin, as follows:

login: admin

When prompted for the password, press the Return key on the terminal. When the system

respondswith the Summi t prompt, enter the following commands (where10.128.103.1
isthe | P address of the Summit switch, and 10.128.0.1 isthe |P address of thefirst node
— see Table 2—1 on page 2-5 for more information about | P addresses):

* Summit 48:1 # config vlan default ipaddress 10.128.103.1 255.255.0.0
* Summit 48:2 # config iproute add default 10.128.0.1

Note:

In the case of a clustered management server, the default address should be set to
10.128.101.1 (the IP address of the first node of the management server cluster).

Run the following command to allow you to use a Web interface to manage your switch:
* Summit 48:3 # enable web

You are reminded that you must reboot the switch before this command will take effect.
However, you do not need to reboot the switch at this point (you will reboot in step 12).

Set the time zone (where +0 specifies the time difference in minutes from Greenwich
Mean Time (GMT); for example, specify +60 for Paris, or -300 for New York), asfollows:
* Summit 48:4 # config timezone +0

Set the site-specific admin password, as follows:

* Summit 48:5 # config account admin

password:

Reenter password:

Record the admin password in a safe place — you are prompted for this password each
time you log into the Summit switch.
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7. Configure each port that is attached to the management network interface adapter of each

10.

node, and the port that is attached to the management network interface adapter of the
management server (if used), by running one of the following commands:
* |f the nodes use an Ethernet card from the DE60O family, run the following
command:
* Summit 48:6 # config ports 1-48 auto on
* |f the nodes use an Ethernet card from the DE500 family, run the following

command:
* Summit 48:6 # config ports 1-48 auto off duplex full

If you set all portsto full duplex, asin the above example, ensure that you reset the
appropriate ports to half duplex; for example, the terminal server port (see step 8).

Note:

The DE60O family Ethernet cards cannot communicate correctly with portsthat are
configured for duplex full. The DE500 family Ethernet cards cannot
communicate correctly with ports that are configured for auto on. If you have
problems establishing connectivity with either of these types of cards, please review
your settings.

Configure the port that is connected to the HP AlphaServer SC Interconnect Control
Processor — set this port to 100Mbps full duplex. You should have already recorded this
port number in Appendix D (see step 2 in Section 3.4.1 above). For example, if the HP
AlphaServer SC Interconnect Control Processor is connected to port 46, use the
following command:

* Summit 48:7 # config ports 46 auto on

Configure the port that is connected to the terminal server — set this port to 10Mbps half
duplex. You should have aready recorded this port number in Appendix D (seestep 3in
Section 3.4.1 above). For example, if the terminal server is connected to port 47, use the
following command:

* Summit 48:8 # config ports 47 auto off speed 10 duplex half

Configure the port that is connected to the Fibre Channel switch. You should already
have recorded this number in Appendix D (see step 4 in Section 3.4.1 above). The
command will differ depending on the model of the fibre channel switch. Newer models
support a 100MB Ethernet connection. If the switch is connected to port number 48, one
of the following commands will apply:

If the switch is anewer 2GB SAN switch model, the command is:
* Summit 48:9 # config ports 48 auto on

If the switch isan older 1GB SAN switch model, the command is:
* Summit 48:9 # config ports 48 auto off speed 10 duplex half
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11

12.

Save this configuration, as follows:
* Summit 48:10 # save

Reboot the switch to apply your changes, as follows:
* Summit 48:11 # reboot

Note:

Do not enable spanning tree protocol (STP) on the Summit switch.

If your HP AlphaServer SC system has more than 48 nodes, repeat the above stepsto
configure as many Summit switches as necessary. If you have more than one Summit switch,
you must connect the Summit switches to each other using fibre connectors; that is, connect
ports 50 and 50R on one Summit switch to ports 49 and 49R respectively on the next Summit
switch.

For more information, see the Summit Hardware Installation Guide and the ExtremeWare
Software User Guide.

3.4.3 Configure the ProCurve Switch

To configure a ProCurve switch, perform the following tasks:

1. Connect aterminal to the ProCurve switch.

2. Power on the ProCurve switch. When the switch has powered up, the following prompt
isdisplayed:

Waiting for Speed Sense. Press <Enter> twice to continue.

There is no default password. Press carriage return twice to display the following user
prompt:

HP ProCurve Switch 2650#

3. At the user prompt, enter the setup command to receive the Switch Setup menu where
the default values will be shown for each field. Within the Switch Setup menu, you can
use the arrow keys to navigate through the fields on the menu and use the <space> key
to toggle field choices.

HP ProCurve Switch 2650# setup
HP ProCurve Switch 2650 1-Jan-1990  0:10:26

=======================- CONSOLE - MANAGER MODE -============================

Switch Setup

System Name : HP ProCurve Switch 2650
System Contact :

Manager Password : Confirm Password :
Logon Default : CLI Time Zone [0] : O
Community Name : public Spanning Tree Enabled [No] : No
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Default Gateway :
Time Sync Method [None] : TIMEP
TimeP Mode [Disabled] : Disabled

IP Config [DHCP/Bootp] : DHCP/Bootp
IP Address
Subnet Mask :

Actions->  Cancel Edit Save Help

4. For the HP AlphaServer SC, the recommended val ues within the Switch Setup menu are

asfollows:

Manager Password : <Site specific choice>
Confirm Password : <As above>

Time Zone : 0

Spanning Tree Enabled : No

IP Config : Manual

IP Address : 10.128.103.1

Subnet Mask : 255.255.0.0

Default Gateway : 10.128.0.1

(where 10.128.103.1 isthe IP address of the Summit switch, and 10.128.0.1 isthe
IP address of the first node — see Table 2—1 on page 2-5 for more information about |P
addresses).

Note:

Do not enable spanning tree protocol (STP) on the switch.

In the case of a clustered management server, the default gateway should be set to
10.128.101.1 (the IP address of the first node of the management server cluster).

When accessing the console once a password is configured, you will be prompted
with apassword prompt. If you enter no password at that prompt, you will be granted
aminimal CLI with the following prompt "HP ProCurve Switch 2650>",
however if you enter the correct password, then you will be placed into afully
functional CLI with prompt "HP ProCurve Switch 2650#"

Within the Switch Setup menu, you can use the arrow keys to navigate through the fields
on the menu and use the <space> key to toggle field choices.

Once comfortable with the contents of the menu, you should press <enter> to move
focusto the Actionsline.

From the Actions line, you can elect to cancel the changes, edit the form again, save the
form or access online help.
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For the HP AlphaServer SC, all nodes will have their management interfaces configured
to afixed configuration of 100BaseT Full Duplex. The ports on the Procurve unit are
configured to auto-negotiation by default, and in compliance with |EEE 802.3, the link
speed will be negotiated to 100BaseT half duplex. Left in this condition, thiswill result
in high error rates and inefficient communications between the switch and the node.

One solution isto make sure that all nodes themselves are configured to auto — in which
case, the link speeds will autonegotiate correctly as 100BaseT full duplex. The more
predictable solution is to configure the portsto afixed speed and mode. Thisis
accomplished from the configuration context.

Enter the configuration context from the user prompt, as follows:

HP ProCurve Switch 2650# config
HP ProCurve Switch 2650 (config) #

From the configure context, configure each port that is attached to the management
network interface adapter of each node, and the port that is attached to the management
network interface adapter of the management server (if used), by running the following

command:
HP ProCurve Switch 2650 (config)# interface ethernet 1-48 speed-duplex 100-full

If you set all portsto full duplex, asin the above example, ensure that you reset the
appropriate ports to half duplex; for example, the terminal server port (see step 8).

From the configure context, configure the port that is connected to the HP AlphaServer
SC Interconnect Control Processor — set this port to 100Mbps full duplex. You should
have already recorded this port number in Appendix D (see step 2 in Section 3.4.1
above). For example, if the HP AlphaServer SC Interconnect Control Processor is

connected to port 46, use the following command:
HP ProCurve Switch 2650 (config)# interface ethernet 46 speed-duplex 100-full

From the configure context, configure the port that is connected to the terminal server —
set this port to 10Mbps half duplex. You should have aready recorded this port number
in Appendix D (see step 3 in Section 3.4.1 above). For example, if the terminal server is

connected to port 47, use the following command:
HP ProCurve Switch 2650 (config)# interface ethernet 47 speed-duplex 10-half

From the configure context, configure the port that is connected to the Fibre Channel
switch. You should already have recorded this number in Appendix D (see step 4 in
Section 3.4.1 above). The command will differ depending on the model of the Fibre
Channel switch. Newer models support a 100MB Ethernet connection. If the switchis
connected to port number 48, one of the following commands will apply:

If the switch is a newer 2GB SAN switch model, the command is;
HP ProCurve Switch 2650 (config)# interface ethernet 48 speed-duplex 100-full

If the switch isan older 1GB SAN switch model, the command is:
HP ProCurve Switch 2650 (config)# interface ethernet 48 speed-duplex 10-half

Physical Installation



Populate the HP AlphaServer SC PCI Slots

10. To leave the configuration context, the command line interface, and then to save the

configuration changes, enter the following sequence:
HP ProCurve Switch 2650 (config)# exit

HP ProCurve Switch 2650# logout
to log out [y/nl? y
to save current configuration [y/nl? y

Do you want
Do you want

If your HP AlphaServer SC system has more than 48 nodes, repeat the above steps to
configure as many Procurve switches as necessary. If you have more than one Procurve
switch, you must connect the Procurve switches to each other using fibre connectors; that is,
connect ports 50 on one switch to ports 49 on the next switch.

3.5 Populate the HP AlphaServer SC PCI Slots

Thefollowing sections describe how to populate the HP AlphaServer ES40, HP AlphaServer
ES45 and HP AlphaServer DS20L PCl slots.

3.5.1 HP AlphaServer ES40 PCI Slots

Note:

The six-slot HP AlphaServer ES40 Moddl 1 system is not supported.

Populate the HP AlphaServer ES40 PCI dlots as described in Table 3-2.

Table 3—2 Populating the HP AlphaServer ES40 PCI Slots

Slot Description Part Number Priority

1 Graphics Card SN-PBXGF-AB 1
SN-PBXGK-BB 1

2 DO NOT USE

3 HP AlphaServer SC Elan #1 3X-CCNNA-AA 1

4 DO NOT USE

5 Ethernet Card #1 3X-DE602-AA 1

6 SCSI Adapter #1 3X-KZPCA-AA 1

7 Fibre Channel #1 DS-KGPSA-CA 1

8 Fibre Channel #2 DS-KGPSA-CA 1
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Table 3-2 Populating the HP AlphaServer ES40 PCI Slots

Slot Description Part Number Priority
9 Gigabit Ethernet #1 DEGPA-SA 1
HIPPI Adapter #1 KZPHA-AX 1
ATM Adapter (622M) #1 3X-DAPCA-FA 1
ATM Adapter (155M) #1 3X-DAPBA-FA 1
ATM Adapter UTP (155M) #1  3X-DAPBA-UA 1
SCSI Adapter #2 3X-KZPCA-AA 1
10 AlphaServer SC Elan #2 3X-CCNNA-AA 1
Gigabit Ethernet #1 DEGPA-SA 2
HIPPI Adapter #1 KZPHA-AX 2
ATM Adapter (622M) #1 3X-DAPCA-FA 2
ATM Adapter (155M) #1 3X-DAPBA-FA 2
ATM Adapter UTP (155M) #1  3X-DAPBA-UA 2
SCSI Adapter #2 3X-KZPCA-AA 2

For more information on how to physically install a PCl card or other module, please refer to
the HP AlphaServer ES40 Service Guide.

3.5.2 HP AlphaServer ES45 PCI Slots

In the ten-slot HP AlphaServer ES45 Model 2 system, populate the HP AlphaServer ES45

PCI slots as described in Table 3-3.

Table 3-3 Populating the HP AlphaServer ES45 PCI Slots

Slot Description Part Number Priority
1 Fibre Channel #3 3X-KZPSA-CA 1
SCSI Adapter #2 3X-KZPEA-DB 2
Gigabit Ethernet #1 DEGPA-SA 3
Fibre Channel (2Gb) #2 3X-KGPSA-DA 4
ATM Adapter (644M) #1 3X-DAPCA-FA 4
ATM Adapter (155M) #1 3X-DAPBA-FA 4
ATM Adapter UTP (155M) #1  3X-DAPCA-UA 4
2 Fibre Channel #4 3X-KZPSA-CA 1
SCSI Adapter #3 3X-KZPEA-DB 2
Gigabit Ethernet #2 DEGPA-SA 3
Fibre Channel (2Gb) #3 3X-KGPSA-DA 4
ATM Adapter (644M) #2 3X-DAPCA-FA 4
ATM Adapter (155M) #2 3X-DAPBA-FA 4
ATM Adapter UTP (155M) #2  3X-DAPCA-UA 4
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Slot Description Part Number Priority
3 HIPPI Adapter #1 KZPHA-AX 1
Gigabit Ethernet #3 DEGPA-SA 2
Graphics Card #2 SN-PBXGF-AB 3
ATM Adapter (644M) #3 3X-DAPCA-FA 4
ATM Adapter (155M) #3 3X-DAPBA-FA 4
ATM Adapter UTP (155M) #3  3X-DAPCA-UA 4
4 AlphaServer SC Elan #2 3X-CCNNA-AA 1
Fibre Channel (2Gb) #1 3X-KGPSA-DA 2
5 Fibre Channel (2Gb) #4 3X-KGPSA-DA 1
Graphics Card #1 SN-PBXGF-AB 2
Ethernet Card #2 3X-DE602-BB 3
6 Fibre Channel #2 3X-KZPSA-CA 1
SCSI Adapter #5 3X-KZPEA-DB 2
7 HP AlphaServer SC Elan #1 3X-CCNNA-AA 1
8 Ethernet Card #1 3X-DE602-BB 1
9 Fibre Channel #1 3X-KZPSA-CA 1
SCSI Adapter #4 3X-KZPEA-DB 2
10 SCSI Adapter #1 3X-KZPEA-DB 2
Note:

The DE602 ethernet cards can only reside in the slotsindicated if they are of the
DE602-BB (66MH2z) variant. If the only available ethernet cards are of the DE602-
AA (33MHz) variant, then these cards must be placed in ot 3, 6, 9, or 10. Thisis
necessary so as not to restrict usage of the other slots which are 66MHz capable.

Table 3—-3 supports the following mutually exclusive possibilities as well as combinations of
these cardsin an HP AlphaServer SC system:

Up to one Graphics card

Up to two Ethernet cards

Up to two HP AlphaServer SC Elan adapter cards in a system

Up to two High Performance (Gigabit Ethernet, ATM, HIPPI) cards
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* Uptofour Fibre Channel (2Gb) cards (limit of three cards when dual rail)
* Upto four Fibre Channel (1Gb) cards
e Uptofour SCSI cards

3.5.3 HP AlphaServer DS20L PCI Slots

In the two-slot HP AlphaServer DS20L system, populate the HP AlphaServer DS20L PCI
slots as described in Table 3-4.

Table 3—-4 Populating the HP AlphaServer DS20L PCI Slots

Slot Description Part Number Priority
0 Fibre Channel #1 DS-KGPSA-CA 1
1 AlphaServer SC Elan #1 3X-CCNNA-AA 1

3.6 Configure Hardware for a Dual-Rail Configuration

The hardware must be configured as follows for a dual-rail configuration:
* Each node must have two HP AlphaServer SC Elan adapter cards.
* Each HP AlphaServer SC Elan adapter card must be on a different PCI bus.

*  TheHP AlphaServer SC Elan adapter cards must be in the same slot positions on each
node.

* TheHP AlphaServer SC Elan adapter cardsin agiven slot position must be connected to
the same HP AlphaServer SC Interconnect switch.

* Both HP AlphaServer SC Elan adapter cards in a given node must be connected to the
same port on the HP AlphaServer SC Interconnect switch (that is, the node must have the
same network |D on each HP AlphaServer SC Interconnect switch).

e Connect the parallel port on the HP AlphaServer SC Interconnect as described in Section
3.7.

* Thesametype of HP AlphaServer SC Interconnect switch must be used for each rail.

3.7 Connect the HP AlphaServer SC Interconnect
Connect the HP AlphaServer SC Interconnect as follows:

1. Power down al nodes.
2. Power down the HP AlphaServer SC Interconnect switch.
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3. Connect the nodes to the HP AlphaServer SC Interconnect switch. Connect Node 0 to
port 0, Node 1 to port 1, and so on.

4. Connect the parallel port on the HP AlphaServer SC Interconnect switch as follows:
a. 16-Port Switch:
- Connect the first switch to Node 0, the second switch to Node 1, and so on.

b. 128-Port Switch with traditional chassis (no HP AlphaServer SC Interconnect
Control Card):

- Connect the first switch to Node O, the second switch to Node 1, and so on.
c. 128-Port switch with HP AlphaServer SC Interconnect Control Card:

- Connect the HP AlphaServer SC Interconnect Control Card to the parallel port on
the switch chassis

- Connect the HP AlphaServer SC Interconnect Control Card to the Ethernet
- Repeat these two steps for each 128-Port switch.

For more information, see the HP AlphaServer SC Interconnect Installation and Diagnostics
Manual.

3.8 Connect the Node Console Port

Connect the appropriate cable to the console port (COM 1) of each node. For example,
Node 0 must be connected to port 1 of the first terminal server, Node 1 must be connected to
port 2, and so on.

The management server may be connected to any port on any terminal server, but nodes must
be added to consecutive ports. Therefore, HP recommends that you connect the management
server to the last terminal server port. This minimizes the possibility of having to move the
management server connection to adifferent terminal server port when adding nodes. Record
in Appendix D the port number of the terminal server port connected to the management
server.
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3.9 Configure the HP AlphaServer SC Interconnect Control Card
with an IP Address

Each HP AlphaServer SC Interconnect control processor is connected to the management
network via an Ethernet cable. To connect to the HP AlphaServer SC Interconnect control
processors over the management network, you must first assign an |P address to each HP
AlphaServer SC Interconnect control processor.

For instructions on how to configure the HP AlphaServer SC Interconnect Control Card with
an |P address, please refer to Section 7.2.1 (Using the Serial Port to Assign a Static IP
Address) of the HP AlphaServer SC Interconnect Installation and Diagnostics Manual.

3.10 Configure the Terminal Servers with an IP Address
You must configure the terminal servers by performing the following steps on each terminal
server:

1. Connect aterminal to port 1 of the terminal server (that is, disconnect the port from
Node 0, and connect the port to aterminal instead), so that you can configure the
terminal server with an IP address.

Note:

On an unconfigured terminal server, you can use any port to manage the terminal
server itself. However, once the sra utility has configured any terminal server ports
during installation (see either Section 5.2, step 10 on page 5-39 or Section 6.2, step
11 on page 6-26), the ports configured by the sra utility cannot be used to manage
the terminal server — you must use an unconfigured port.

2. Pressthe Return key to display the username prompt. Enter any value at this prompt:

Username: anything

3. Enter privileged mode, as follows:
LOCAL> SET PRIVILEGE

The factory default password is system.

4. Set the subnet mask, as follows:
LOCAL> DEFINE INTERNET SUBNET MASK 255.255.0.0

Note:

Set the subnet mask before you set the I P address.
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5. Set the IP address, as follows:
LOCAL> DEFINE INTERNET ADDRESS ip_address

where ip_address isone of the following:
* 10.128.100.1 (first terminal server)
e 10.128.100.2 (secondterminal server)
* 10.128.100.3 (third terminal server)
e 10.128.100.4 (fourthterminal server)

6. Set the gateway, asfollows:
LOCAL> DEFINE INTERNET GATEWAY gateway ip_address

where gateway_ip_address is10.128.0.1 (the P address of the first node) or, in
the case of a clustered management server, 10.128.101.1 (the IP address of the first
node of the management server cluster).

7. Initialize the |P address, as follows:
LOCAL> INITIALIZE

8. Disconnect the terminal from port 1 of the terminal server, and reconnect the port to
Node O.

Onceyou have set the terminal server | P address as described in this section, and installed the
sra utility (as described in either Section 5.1.9 on page 5-32 if using a management serve,
or Section 6.1.7 on page 620 if not using a management server), you can run the sra
setup command to configure port characteristics (as described in either Section 5.2 on page
5-37 if using a management server, or Section 6.2 on page 6-24 if not using a management
server).

3.11 Connect the Fibre Channel Switches

Cable your storage arrays and hosts to the fibre channel switches for multiple-bus failover
mode — see the example configuration in Figure 3-9 on page 3-28 or the example HSV 110
configuration in Figure 3-11 on page 3-45.
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3.12 Verify Storage Component Revisions

Table 3-5 shows the software, driver, and firmware revisions that are required for
components in HP AlphaServer SC Version 2.6 (UK 2) systems. Check that the components
in your system meet these minimum requirements.

Table 3-5 Minimum System Driver and Firmware Versions

Product Minimum Revision

SAN Appliance V1.0C Build 20020108

SAN Switch 2/16 Kernel 5.3.1, Fabric 0S V3.0.2a
Emx Driver 1.32a

KGPSA-BC F/W Rev 3.03A1(1.31)

KGPSA-CA F/W Rev 3.81A4(2.01A0)
KGPSA-DA F/W Rev 3.81A4(1.01A0)

HSG80 ACS V8.7

HSV110 VCS V2.002

MSA1000 F/W Rev V3.30A

3.13 Configure the Fibre Channel Switch

Theinformation in this section is organized as follows:
*  Configure Fibre Channel Switch Network Addressing (see Section 3.13.1 on page 3-24)
*  Switch Zoning (see Section 3.13.2 on page 3-26)

3.13.1 Configure Fibre Channel Switch Network Addressing
The following items are required to set network addressing.
* AnIP address from your Network Administrator
* Fibre channels switch installed and connected to a power source
* Serial cable (supplied with the switch) for connecting the switch to the workstation

* A local workstation (desktop or notebook computer) with RS-232 serial communications
software (VT100 emulation).
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Ethernet cable for connecting the switch to the workstation or to a network containing
the workstation

Small form factor Gigabit interface convertors (SFF GBICs) and cables, as required to
connect the switch to the fabric

Verify or change the fibre channel switch |P address, subnetmask, or gateway address as
follows:

o~ 0w N PE

Note:

During first time setup, you must replace the factory |P, subnetmask and gateway
addresses with addresses provided by your Network Administrator.

Remove the shipping plug from the fibre channel switch serial port.

Connect the serial cable to the fibre channel switch serial port

Connect the other end of the serial cable to an RS-232 serial port on the workstation.
Verify that the switch power is on and the power on self test (POST) is completed.

Power on the workstation and establish a connection to the switch using a terminal
emulator application.

Configure the terminal emulation port settings as follows:
* Bits per second: 9600

e Databits. 8

* Parity: None

e Stop bits: 1

*  Flow control: None
e SHR-2497A

To configure port settingsin a Tru64 UNIX environment, enter the following command:
tip /dev/ttyb -9600

Log on to the switch (with administrative privileges). The default administrative logonis
admin and the default password is password.

a. Enter thefollowing at the prompt:
ipAddrSet
b. Enter the following information at the corresponding prompts, listed below:
— Ethernet IP Address [ 10.77.77.77 ]:
Enter the new Ethernet | P address (see Table 2-1 on page 2-5).
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— Ethernet subnetmask [ 0.0.0.0 ]:
Enter the new Ethernet subnetmask (see Table 2—1 on page 2-5)
— Fibre Channel 1P Address [nhone]:
Press the Return key to select none.
— Fibre Channel subnetmask [none]:
Press the Return key to select none.
— Gateway Address [ 172.17.1.1 ]:

Enter the new gateway address (see Table 2-1). The gateway address will be
10.128.0.1 (the IP address of the first node) or in the case of a clustered
management server, it will be10.128.101.1 (the IP address of the first node
of the clustered management server).

— Set IP address now? [y = set now, n = next reboot]:
Enter y to set now.

c. Toverify that the IP address was entered correctly, enter:
ipAddrShow

d. Oncethe|P addressis verified as correct, remove the serial cable, and replace the
shipping plug in the seria port.

Note:

The seria port isintended only for use during the initial setting of the |P address and
for service purposes. Using the seria port during normal switch operation or for
regular maintenance is not recommended.

8. Record the IP address on the label affixed to the front panel of the fibre channel switch.

3.13.2 Switch Zoning

3-26

If you have one RAID controller pair per domain, you can limit accessto the RAID
storagesets by using switch zoning. The following example shows how to create two zones
on an 8-port switch:

1. Telnet to the fibre channel switch and log in asthe admin user, as follows:

# telnet 10.128.104.1
user: admin
password: password

2. Create two zones on the switch, as follows:
admin> zoneCreate "zone A", "1,0; 1,1; 1,4; 1,5"
admin> zoneCreate "zone:B", "1,2; 1,3; 1,6; 1,7"
admin> cfgCreate "atlas", "zone A; zone B"
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This command creates Zone A (zone_A) with ports 0, 1, 4, and 5, and Zone B (zone_B)
with ports 2, 3, 6, and 7. Typically, the first domain (at1asDO0) is connected to ports 0 and
1, and its RAID is connected to ports 4 and 5. Similarly, the second domain (atlasD1) is
connected to ports 2 and 3, and its RAID is connected to ports 6 and 7.

3. Enable the zoning configuration, as follows:
admin> cfgEnable 'atlas'

4. Save the zoning configuration to flash memory, in case of power failure, asfollows:
admin> cfgSave

For more information about switch zoning, see the Fibre Channel Storage Switch User’s Guide.

3.14 Configure the System Storage on the HSG80

This section describes the tools for managing the physical components that make up the
HSG80 storage subsystem (see Section 3.14.1 on page 3-29), and gives instructions for
configuring system storage on the HSG80.

To configure the system storage on a Fibre Channel RAID subsystem, perform the following
tasks on each domain:

e Configure the HSG80 RAID Controllers (see Section 3.14.2 on page 3-31)
* Configure the HSG80 RAID Storage (see Section 3.14.3 on page 3-36)

Before configuring the system storage on the HSG80, check that the system firmware on the
HSGB80 meets the requirements described in Section 3.12 on page 3-24
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Figure 3-9 shows the cabling in the example HSG80 system storage configured in this

section.
atlasDO atlasD1 atlasD2 atlasD3
atlasO atlasl atlas32 atlas33 atlas64 atlas65 atlas96 atlas97
FEl EE FrEl FE FEl [FE FEl EeE
n o0 o o = = o = T8 8 8w w &

o o Fibre Channel Switch

a m Fibre Channel Switch

Port 1 Controller A (cA) Port 2 J

All RAID storage units visible to all ports

/ \

Port 1 Controller B (cB) Port 2

HBA = Fibre Channel Host Bus Adapter

Figure 3—-9 Example System Storage Configuration — Cabling
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Figure 3-10 shows the RAID storage units in the exampl e system storage configured in this
section.

D3 D4 D9 D5 D6 D7
atlasDO | atlasDO atlasD2 atlasD1 | atlasD1 | atlasD1 at
Backup UNIX Mirror Cluster | Generic | Backup l

Disk Disk Disk Disk Disk Disk
Target2 Target3 Target4 Target5 Target8 , | TargetO0 Target1 Target2 Te

Bus 1 B
| D11 D12 | | | D1 | | D13 | D14 | D15 | |

Figure 3—-10 Example System Storage Configuration — RAID Storage Units

3.14.1 HSG80 Storage Management Tools

Several tools and methods are required to manage the physical components that make up the
storage capabilities of the HSG80. This section describes the following tasks:

Managing Storage Arrays and Associated HSG80 RAID Controllers (see Section
3.14.1.1 on page 3-29)

Using SANworks Command Scripter (see Section 3.14.1.2 on page 3-30)

3.14.1.1 Managing Storage Arrays and Associated HSG80 RAID Controllers

You can manage the storage arrays and HSG80 RAID controllersin four different ways:

Connect a PC running the HP StorageWorks Command Console software, via a seria
line, directly to the HSG80 RAID controllers. The StorageWorks command console
client is an application that runs on Microsoft® Windows 95, Windows NT®, or
Windows 2000. The client provides both a CLI and a Graphical User Interface (GUI).

Attach aterminal emulator directly to the HSG80 RAID controllers.

In the example in Section 3.14 on page 3-27, thisis the method used to configure the
RAID controllers.

Connect the HSG80 RAID controllersto aterminal server using a serial line.

Use the HP SANworks Command Scripter software product. This allows you to access
the CLI of the HSG80 RAID controllersfrom any host that has a fibre channel HBA card
connected by the fibre channel switch to the HSG80 RAID controllers. For more
information on SANworks Command Scripter, see Section 3.14.1.2 on page 3—-30.
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3.14.1.2

3-30

Using aterminal server with telnet access provides the flexibility to manage many units from
a PC or workstation anywhere on your network. Please see the documentation supplied with
your hardware, and the StorageWorks Command Consol e software documentation, for details.

Storage that is configured as described in this guide is highly available. The system storage
for each domain islocated on aMirrorset, and a spareset is created to automatically source a
replacement disk in the case of afailed Mirrorset member. Storage created for user data can
be created using any of the options supplied by your storage subsystem. Carefully plan the
type of storage (RAIDset, Stripeset, Mirrorset — see Section 2.4.4 on page 2-13) to
accomplish the correct combination of characteristics (for example, availability, 1/O rate) for
your environment and applications.

Using SANworks Command Scripter

The SANworks Command Scripter software product allows you to access the CLI of the
HSGB80 RAID controllers from any host that has a fibre channel HBA card connected by the
fibre channel switch to the HSG80 RAID controllers.

SANworks Command Scripter is a separate product that can be ordered. To install
SANworks Command Scripter, insert and mount the product CD-ROM on any node in the
domain and follow the installation instructions in the accompanying documentation.
Alternatively, copy the contents of the UNIX directory from the CD-ROM to a convenient
directory, and install from there.

Once installed, use the SANworks Command Scripter as described in this section.

SANworks Command Scripter interacts with the HSG80 RAID controller through the fibre
channel switch. To specify which HSG80 RAID controller you are interacting with, you must
specify the name of the device (disk name) that the operating system has assigned.

To identify the device, use the hwmgr command as shown in the following example:

atlasO# hwmgr -v dev
HWID: Device Name Mfg Model Location

4: /dev/kevm

51: /dev/disk/floppyOc 3.5in floppy fdio-unit-0

56: /dev/disk/dskOc HP BD018635C4 bus-0-targ-0-lun-0
57: /dev/disk/dsklc HP BD018122C9 bus-0-targ-1-lun-0
58: /dev/disk/dsk2c HP BD018122C9 bus-0-targ-2-lun-0
59: /dev/disk/dsk3c DEC HSG80 bus-1-targ-0-lun-1
60: /dev/disk/dsk4c DEC HSG80 bus-1-targ-0-lun-2
61: /dev/disk/dsk5c DEC HSG80 bus-1-targ-0-lun-3
62: /dev/disk/dskéc DEC HSG80 bus-1-targ-0-lun-4
63: /dev/disk/cdromOc HP CDR-8435 bus-3-targ-0-lun-0

In this example, thereis only one HSG80 RAID controller (bus-1-targ-0). You can use
dsk3, dsk4, dsk5, or dsk6 to access this controller. It does not matter which of these
devices you use — in each case, the commands go to the same controller.
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To execute CLI commands, you can either execute one command at atime, or you can place
your commands in afile and execute thefile.

The following example shows how to execute a single command:
atlasO# cmdscript -f dsk6c 'show units'

LUN Uses Used by

D1 MIRRORA (partition)
D2 DISK10100 (partition)
D3 DISK10200 (partition)
D4 RAID1 (partition)

The following example shows how to execute commandsin afile:
atlasO# cmdscript -f dské6c < cmdfile.txt

3.14.2 Configure the HSG80 RAID Controllers

The HSG80 storage subsystem has two HSG80 controllers. The controller type isindicated
by the CLI prompt (HSG80>). Configure the HSG80 controllers as follows:

1. Connect a PC via serial cableto one of the HSG80 controllers (cA) and use atermina
emulator to issue commands to the HSG80 command line interpreter (CLI).

2. Each controller has a high-speed cache to improve performance. Each cache must be
protected from power failure — this protection is normally provided by connecting the
cache to an external battery backup. If you do not have a battery backup, you should
connect the cache to an uninterruptible power supply (UPS).

If using UPS instead of battery backup, enter one of the following commands when
configuring the controller — see the HP StorageWorks HSG80 Array Controller CLI
Reference Guide for more information about these commands:

HSG80> SET THIS UPS=NODE ONLY
or

HSG80> SET THIS UPS=DATACENTER WIDE
Note:

Setting the UPS controller variable for one controller setsit for both controllers.

3. To ensure proper operation of the HSG80 with Tru64 UNIX and TruCluster Server, set
the controller values as follows:

a. Remove any failover mode that may have been previously configured:
HSG80> SET NOFAILOVER

b. Prevent the command line interpreter (CLI) from reporting a misconfiguration error
resulting from not having afailover mode set:
HSG80> CLEAR CLI
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c. Set up mirrored cache, if desired, for the controller pair:
HSG80> SET THIS MIRRORED CACHE

d. Put the controller pair into multiple-bus failover mode. Ensure that you copy the
configuration information from the controller known to have a good array
configuration:

HSG80> SET MULTIBUS COPY=THIS

€.  When the command is entered to set multiple-bus failover and copy the
configuration information to the other controller, the other controller will restart. The
restart may set off the audible alarm (which can be silenced by pressing the button on
the EMU). The CLI will display an event report, and continue reporting the

condition until cleared with the CLEAR CL1 command:
HSG80> CLEAR CLI

f. Takethe ports off line and reset the topology to prevent an error message when
setting the port topology:
HSG80> SET THIS PORT 1 TOPOLOGY=OFFLINE
HSG80> SET THIS PORT 2 TOPOLOGY=OFFLINE
HSG80> SET OTHER PORT 1 TOPOLOGY=OFFLINE
HSG80> SET OTHER PORT 2 TOPOLOGY=OFFLINE

g. Set fabric asthe switch topology:
HSG80> SET THIS PORT 1 TOPOLOGY=FABRIC
HSG80> SET THIS PORT 2 TOPOLOGY=FABRIC
HSG80> SET OTHER PORT 1 TOPOLOGY=FABRIC
HSG80> SET OTHER PORT 2 TOPOLOGY=FABRIC

h. Set the date and time on this controller. In a dual-redundant configuration, the

command sets the time on both controllers. The value takes effect immediately:
HSG80> SET THIS TIME=DD-MMM-YYYY:HH:MM:SS

i. Specify the host protocol to use — you can use either SCSI-2 or SCSI-3:

— Setting the SCSI_VERSION to SCSI-2 allows adisk unit to be at LUNO, and
specifies that the command console LUN (CCL) is not fixed at a particular
|ocation, but floats to the first available LUN.

— If SCSI_VERSION isset to SCSI-3, the CCL is presented at LUNO for all
connection offsets. Do not assign unit O at any connection offset because the
unit would be masked by the CCL at LUNO and would not be available.

— Setting SCSI_VERSION to SCSI-3is preferred because the CCL isfixed and

it ismuch easier to manage afixed CCL than a CCL that can change:
HSG80> SET THIS SCSI VERSION=SCSI-3
HSG80> SET OTHER SCSI VERSION=SCSI-3

j.  The HSG80 prompts you to restart both controllers after you set the SCSI version:
HSG80> RESTART OTHER
HSG80> RESTART THIS
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4. Comparethe HOST _ID (the World Wide Name — WWN) reported by the console show
device command with the connections reported by the controller SHOW CONNECT IONS
command, as shown in the example below.

In this example, atlas0 has two fibre channel Host Bus Adapter cards (HBAS). To
identify the atlas0 connections to the HSG80 controllers, perform the following steps:

a

I dentify the WWN of each HBA (see Table 3-6), by running the show device
command at the atlas0 SRM console prompt:
P00>>> show device
pga0.0.0.2.1 PGAO WWN 2000-0000-c921-26e7
pgb0.0.0.3.1 PGBO WWN 2000-0000-c921-310D
Table 3-6 Identifying the WWN of the HBAs — HSG80
HBA WWN
0 2000-0000-c921-26e7
1 2000-0000-c921-310D
List all of the connections (from all HBAsin all nodes) to the HSG80 controllers, by
running the SHOW CONNECTIONS command on one of the HSG80 controllers (for
example, Controller A):
HSG80> SHOW CONNECTIONS
Connection Unit
Name Operating system Controller Port Address Status Offset
| NEWCON23 TRU64 UNIX THIS 2 210613 OL this 0
HOST ID=2000-0000-C921-26e7 ADAPTER ID=1000-0000-C921-26e7
| NEWCON34 TRU64 UNIX OTHER 1 210613 OL other 0
HOST ID=2000-0000-C921-26e7 ADAPTER ID=1000-0000-C921-26e7
I NEWCON42 TRU64 UNIX OTHER 2 398576 OL other 0
HOST ID=2000-0000-C924-310D ADAPTER ID=1000-0000-C924-310D
| NEWCON57 TRU64 UNIX THIS 1 398576 OL this 0
HOST ID=2000-0000-C924-310D ADAPTER ID=1000-0000-C924-310D
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c. ldentify the connections from the HSG80 controllersto the atlas0 HBAS, by
finding the entries in which the HOST _IDs (step b) match the WWNs (step a), as

shown in Table 3-7:

Table 3—7 Identifying the Connections from the HSG80 Controllers to atlas0

From show devices onatlasoO (step a):

HBA

WWN

From SHOW CONNECT I0ONS on HSG8O0 (step b):

HOST_ID

Connection Name

Controller

0

2000-0000-c921-26e7

2000-0000-c921-26e7

2000-0000-c921-310D

2000-0000-c921-310D

2000-0000-c921-26e7

2000-0000-c921-26e7

2000-0000-c921-310D

2000-0000-c921-310D

INEWCON23

INEWCON34

INEWCON42

INEWCON57

THIS

OTHER

OTHER

THIS

3-34

You have now identified the four connections from the HSG80 controllersto atlasO:

e INEWCON23 isthe connection from Controller A to HBA 0 on atlasO.
e INEWCON34 isthe connection from Controller B to HBA 0 on atlasO.
e INEWCON42 isthe connection from Controller B to HBA 1 on atlasO.
* INEWCON57 isthe connection from Controller A to HBA 1 on atlasO.
Create anaming convention for the connections, to give them meaningful names. Ensure
that your naming convention allows you to add multiple connectionsto a node at alater

date, and to identify the HBA (in the node) to which the controllers are connected. Note
that the maximum length of the connection name is nine characters.

The convention used in this example is N<node#>-<adapter#>-<connection#>
where

* node# is the node number (four-digits, left-pad with zeros as necessary)
* adapter# isOfor HBA 0, and 1 for HBA 1
* connection# is 0 for this controller, and 1 for other controller

Rename the connections using the rename command.

For example, to rename the connections identified in step 4, enter the following
commands:

HSG80> RENAME !NEWCON23 NO0000-0-0

HSG80> RENAME !NEWCON34 NO000-0-1

HSG80> RENAME !NEWCON42 NO000-1-1

HSG80> RENAME !NEWCONS57 NO0000-1-0
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Repeat the rename command for each node connected, as shown in Table 3-8.

Table 3-8 Renaming the Connections — HSG80

Domain Node HBA Controller Connection Name
atlasDO 0 0 THIS NO000-0-0
0 0 OTHER N0O000-0-1
0 1 THIS NO00O-1-0
0 1 OTHER NO00O-1-1
1 0 THIS N0001-0-0
1 0 OTHER N0001-0-1
1 1 THIS N0001-1-0
1 1 OTHER N0001-1-1
atlasD1 32 0 THIS N0032-0-0
32 0 OTHER N0032-0-1
32 1 THIS N0032-1-0
32 1 OTHER N0032-1-1
33 0 THIS N0033-0-0
33 0 OTHER N0033-0-1
33 1 THIS N0033-1-0
33 1 OTHER N0033-1-1
atlasD2 64 0 THIS N0064-0-0
64 0 OTHER N0064-0-1
64 1 THIS N0064-1-0
64 1 OTHER N0064-1-1
65 0 THIS N0065-0-0
65 0 OTHER N0065-0-1
65 1 THIS N0065-1-0
65 1 OTHER N0065-1-1
atlasD3 96 0 THIS N0096-0-0
96 0 OTHER N0096-0-1
96 1 THIS N0096-1-0
96 1 OTHER N0096-1-1
97 0 THIS N0097-0-0
97 0 OTHER N0097-0-1
97 1 THIS N0097-1-0
97 1 OTHER N0097-1-1

7. For each connection to your domain, verify that the operating system is TRU64_UNIX
and the unit offset is 0. Search the SHOW CONNECT ION display for the WWN of each of

the KGPSA adaptersin your domain member systems. If the operating system and

offsets are incorrect, set them, and then restart both controllers as follows:
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a. Set therelative offset for LUN numbering to 0. You can set the unit_offset to
nonzero values, but use caution. You may not be able to access storage unitsif you

set the unit_offset improperly:
HSG80> SET N0000-0-0 UNIT OFFSET=0

Repeat this command for each connection listed in Table 3-8.

b. Specify that the host environment that is connected to the Fibre Channel port is
TRUB4_UNIX, asfollows:
HSG80> SET N0000-0-0 OPERATING SYSTEM=TRU64 UNIX

You must change each connection to TRU64 UNIX. Thisis very important.

Caution:

Failureto set thisvalueto TRU64_UNIX will prevent your system from booting
correctly, recovering from run-time errors, or from booting at al. The default
operating system is Windows NT, which uses a different SCSI diaect to talk to
the HSG80 controller.

Repeat this command for each connection listed in Table 3-8.

c. Restart both controllersto cause al changes to take effect:
HSG80> RESTART OTHER
HSG80> RESTART THIS

d. Enter the SHOW CONNECTIONS command once more and verify that all connections

have the offsets set to 0 and the operating system set to TRU64 _UNIX:
HSG80> SHOW CONNECTIONS

You have now configured both RAID controllers. For a complete description of al of the
capabilities of HSG80 RAID controllers, see the HP StorageWorks HSG80 Array Controller
CLI Reference Guide.

3.14.3 Configure the HSG80 RAID Storage
In the example in this section:
* Each domain has aMirrorset and two individual disks.
* Thereisan additional disk, which is added as a spareset.
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Configure the HSG80 RAID disks asfollows:

1.

Using the CLI, run the configuration script to find the new disksin the array and add

them, asfollows:
HSG80> RUN CONFIG

TheRUN CONFIG command produces the following output:

Config Local Program Invoked

Config is building its tables and determining what devices exist
on the subsystem. Please be patient.

ADD DISK DISK10000 1 0 O

ADD DISK DISK10100 0

ADD DISK DISK10200 0

ADD DISK DISK10300
ADD DISK DISK10800
ADD DISK DISK20000
ADD DISK DISK20100
ADD DISK DISK20200
ADD DISK DISK20300
ADD DISK DISK20800
ADD DISK DISK30000
ADD DISK DISK30100
ADD DISK DISK30200
ADD DISK DISK30300
ADD DISK DISK30800
ADD DISK DISK40000
ADD DISK DISK40100
ADD DISK DISK40200
ADD DISK DISK40300
ADD DISK DISK40500 0
ADD DISK DISK40800 0

The format of the ADD DISK command is as follows:

(=]

[SC20 Product]

[SC20 Product]

[SC20 Product]

[eNeNeloNoNeoNoNolNoNoloNolNolNol

0 [SC20 Product]

BN PRWLOUWWWNNOMNMNMNNRE RER
WUl WNRFOWOWWNREFEOOWNRE O WwWNRE

IS

ADD DISK DISKx0y0z x y z
where

* xisthe SCSI device port number, from 1 to 6, on which the disk resides.

* yisthe SCS target ID, from 0 to 15 (excluding 6 and 7), of the disk on the port
(values 6 and 7 are reserved for use by controllersca and cB respectively).

* zisthe LUN of thedisk drive, and is always zero.
Note:

You can also add disks individually by entering the appropriate ADD DISK
commands at the CLI prompt.
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2. Create the Mirrorset-type storagesets, as shown in Table 3-9.
Table 3-9 Creating the Mirrorsets

Domain Command

atlasDO HSG80> ADD MIRROR MIRRORDO DISK10000 DISK30800
atlasD1 HSG80> ADD MIRROR MIRRORD1 DISK20000 DISK40800
atlasD2 HSG80> ADD MIRROR MIRRORD2 DISK30000 DISK10800
atlasD3 HSG80> ADD MIRROR MIRRORD3 DISK40000 DISK20800

3. Create a spareset for the HSG80 RAID subsystems, in case any of the other disksfails:
HSG80> ADD SPARESET DISK40500

4. Initialize the storagesets (Mirrorsets, JBOD, and spareset), as shown in Table 3-10.
Table 3-10 Initializing the Storagesets — HSG80

Domain Command
atlasDO HSG80> INITIALIZE MIRRORDO
HSG80> INITIALIZE DISK10100
HSG80> INITIALIZE DISK10200
[SC20 Only] HSG80> INITIALIZE DISK10300
atlasD1 HSG80> INITIALIZE MIRRORD1
HSG80> INITIALIZE DISK20100
HSG80> INITIALIZE DISK20200
[SC20 Only] HSG80> INITIALIZE DISK20300
atlasD2 HSG80> INITIALIZE MIRRORD2
HSG80> INITIALIZE DISK30100
HSG80> INITIALIZE DISK30200
[SC20 Only] HSG80> INITIALIZE DISK30300
atlasD3 HSG80> INITIALIZE MIRRORD3
HSG80> INITIALIZE DISK40100
HSG80> INITIALIZE DISK40200
[SC20 Only] HSG80> INITIALIZE DISK40300
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You have now created four Mirrorset storagesets, each with a usable capacity equivalent
to an individual disk.

5. Createthe virtual disks and introduce them as storage units, as shown in Table 3-11.

Table 3—-11 Introducing the Storage Units (Virtual Disks) — HSG80

Domain Command UNIX Partition
atlasDO HSG80> ADD UNIT D1 MIRRORDO PREFERRED PATH=THIS /., /usr, /var
HSG80> ADD UNIT D2 DISK10100 PREFERRED PATH=THIS generic boot
HSG80> ADD UNIT D3 DISK10200 PREFERRED_PATH=THIS backup/upgrade
[SC20 Only] HSG80> ADD UNIT D4 DISK10300 PREFERRED_PATH=THIS True4
atlasD1 HSG80> ADD UNIT D5 MIRRORD1 PREFERRED PATH=OTHER /,/usr, /var
HSG80> ADD UNIT D6 DISK20100 PREFERRED PATH=OTHER generic boot
HSG80> ADD UNIT D7 DISK20200 PREFERRED PATH=OTHER backup/upgrade
[SC20 Only] HSG80> ADD UNIT D8 DISK20300 PREFERRED_PATH=OTHER True4
atlasD2 HSG80> ADD UNIT D9 MIRRORD2 PREFERRED PATH=THIS /,/usr, /var
HSG80> ADD UNIT D10 DISK30100 PREFERRED_PATH=THIS generic boot
HSG80> ADD UNIT D11 DISK30200 PREFERRED_PATH=THIS backup/upgrade
[SC20 Only] HSG80> ADD UNIT D12 DISK30300 PREFERRED_PATH=THIS Trué4
atlasD3 HSG80> ADD UNIT D13 MIRRORD3 PREFERRED PATH=OTHER /., /usr, /var
HSG80> ADD UNIT D14 DISK40100 PREFERRED_PATH=OTHER generic boot
HSG80> ADD UNIT D15 DISK40200 PREFERRED PATH=OTHER backup/upgrade
[SC20 Only] HSG80> ADD UNIT D16 DISK40300 PREFERRED_PATH=OTHER Tru64
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6. Setthe IDENTIFIER label on the storage units, as shown in Table 3-12. This label
simplifies the task of identifying disks when using the hwmgr -v -d command.

Table 3-12 Setting the Identifiers — HSG80

Domain Command

atlasDO HSG80> SET D1 IDENTIFIER=1
HSG80> SET D2 IDENTIFIER=2
HSG80> SET D3 IDENTIFIER=3

[SC20 Only] HSG80> SET D4 IDENTIFIER=4

atlasD1 HSG80> SET D5 IDENTIFIER=1
HSG80> SET D6 IDENTIFIER=2
HSG80> SET D7 IDENTIFIER=3

[SC20 Only] HSG80> SET D8 IDENTIFIER=4

atlasD2 HSG80> SET D9 IDENTIFIER=1
HSG80> SET D10 IDENTIFIER=2
HSG80> SET D11 IDENTIFIER=3

[SC20 Only] HSG80> SET D12 IDENTIFIER=4

atlasD3 HSG80> SET D13 IDENTIFIER=1
HSG80> SET D14 IDENTIFIER=2
HSG80> SET D15 IDENTIFIER=3

[SC20 Only] HSG80> SET D16 IDENTIFIER=4

3-40 Physical Installation



Configure the System Storage on the HSG80

7. You must ensure that disks intended for use by adomain are visible only to that domain.
Therefore, you should limit access to the storage units, as follows:

a Disable accessto all units, as shown in Table 3-13.

Table 3-13 Disabling Access to the Units

Domain Command
atlasDO HSG80> SET D1 DISABLE_ACCESS_PATH=ALL
HSG80> SET D2 DISABLE_ACCESS_PATH=ALL
HSG80> SET D3 DISABLE_ACCESS_PATH=ALL
[SC20 Only] HSG80> SET D4 DISABLE_ACCESS_PATH=ALL
atlasD1 HSG80> SET D5 DISABLE_ACCESS_PATH=ALL
HSG80> SET D6 DISABLE_ACCESS_PATH=ALL
HSG80> SET D7 DISABLE_ACCESS_PATH=ALL
[SC20 Only] HSG80> SET D8 DISABLE_ACCESS_PATH=ALL
atlasD2 HSG80> SET D9 DISABLE_ACCESS_PATH=ALL
HSG80> SET D10 DISABLE_ACCESS_PATH=ALL
HSG80> SET D11 DISABLE_ACCESS_PATH=ALL
[SC20 Only] HSG80> SET D12 DISABLE_ACCESS_PATH=ALL
atlasD3 HSG80> SET D13 DISABLE_ACCESS_PATH=ALL
HSG80> SET D14 DISABLE_ACCESS_PATH=ALL
HSG80> SET D15 DISABLE_ACCESS_PATH=ALL
[SC20 Only] HSG80> SET D16 DISABLE_ACCESS_PATH=ALL
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b. Enable access for nodes that are connected to the storage, as shown in Table 3-14.

Table 3—14 Enabling Access to the Units for Connected Nodes — HSG80

Domain

Command

atlasDO

[sc20]?

atlasD1

[sc20]!

atlasD2

[5020]1

atlasD3

[chO]1

HSG80> SET D1 ENABLE_ACCESS_PATH=(NO0OOO-0-0,NO000-0-1,NO000-1-0,NO0O00-1-1)
HSG80> SET D1 ENABLE_ACCESS_PATH=(N0001-0-0,N0001-0-1,N0001-1-0,NO001-1-1)

HSG80> SET D2 ENABLE_ACCESS_PATH=(NO0OOO-0-0,NO000-0-1,NO000-1-0,NO0O00-1-1)
HSG80> SET D2 ENABLE_ACCESS_PATH=(N0001-0-0,N0001-0-1,N0001-1-0,NO001-1-1)

HSG80> SET D3 ENABLE_ACCESS_PATH=(NO0OOO-0-0,NO000-0-1,NO000-1-0,NO0O00-1-1)
HSG80> SET D3 ENABLE_ACCESS_PATH=(NO001-0-0,N0001-0-1,N0001-1-0,NO001-1-1)

HSG80> SET D4 ENABLE_ACCESS_PATH=(NO0O0OO-0-0,N0O000-0-1,NO000-1-0,NO0O00-1-1)
HSG80> SET D5 ENABLE_ACCESS_PATH=(N0032-0-0,N0032-0-1,N0032-1-0,N0032-1-1)
HSG80> SET D5 ENABLE_ACCESS_PATH=(N0033-0-0,N0033-0-1,N0033-1-0,N0033-1-1)

HSG80> SET D6 ENABLE_ACCESS_PATH=(N0032-0-0,N0032-0-1,N0032-1-0,N0032-1-1)
HSG80> SET D6 ENABLE_ACCESS_PATH=(N0033-0-0,N0033-0-1,N0033-1-0,N0033-1-1)

HSG80> SET D7 ENABLE_ACCESS_PATH=(N0032-0-0,N0032-0-1,N0032-1-0,N0032-1-1)
HSG80> SET D7 ENABLE_ACCESS_PATH=(N0033-0-0,N0033-0-1,N0033-1-0,N0033-1-1)

HSG80> SET D8 ENABLE_ACCESS_PATH=(N0032-0-0,N0032-0-1,N0032-1-0,N0032-1-1)
HSG80> SET D9 ENABLE_ACCESS_PATH=(NO064-0-0,N0064-0-1,N0064-1-0,N0064-1-1)
HSG80> SET D9 ENABLE_ACCESS_PATH=(N0065-0-0,N0065-0-1,N0065-1-0,N0065-1-1)

HSG80> SET D10 ENABLE_ACCESS_PATH=(NO0O64-0-0,N0064-0-1,N0064-1-0,N0064-1-1)
HSG80> SET D10 ENABLE_ACCESS_PATH=(NO065-0-0,N0065-0-1,N0065-1-0,N0065-1-1)

HSG80> SET D11 ENABLE_ACCESS_PATH=(NO0O64-0-0,N0064-0-1,N0064-1-0,N0064-1-1)
HSG80> SET D11 ENABLE_ACCESS_PATH=(NO065-0-0,N0065-0-1,N0065-1-0,N0065-1-1)

HSG80> SET D12 ENABLE_ACCESS_PATH=(NO064-0-0,N0064-0-1,N0064-1-0,N0064-1-1)
HSG80> SET D13 ENABLE_ACCESS_PATH=(NO096-0-0,N0096-0-1,N0096-1-0,N0096-1-1)
HSG80> SET D13 ENABLE_ACCESS_PATH=(NO097-0-0,N0097-0-1,N0097-1-0,N0097-1-1)

HSG80> SET D14 ENABLE_ACCESS_PATH=(NO096-0-0,N0096-0-1,N0096-1-0,N0096-1-1)
HSG80> SET D14 ENABLE_ACCESS_PATH=(NO097-0-0,N0097-0-1,N0097-1-0,N0097-1-1)

HSG80> SET D15 ENABLE_ACCESS_PATH=(NO096-0-0,N0096-0-1,N0096-1-0,N0096-1-1)
HSG80> SET D15 ENABLE_ACCESS_PATH=(N0O097-0-0,N0097-0-1,N0097-1-0,N0097-1-1)

HSG80> SET D16 ENABLE_ACCESS_PATH=(NO096-0-0,N0096-0-1,N0096-1-0,N0096-1-1)

INote that only the first node of the domain has an access path to Tru64UNIX.
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Note:

If you are replacing a component (for example, a host adapter) or reseating a cable,
you must update the access path as new connections will be created.

Table 3—15 on page 3-43 describes how these virtual disks are used.
Table 3—15 Allocating RAID Storagesets — HSG80

Virtual Disk Domain
Identifier UNIX Namel Partition Recommended Size (GB)? File System
IDENTIFIER=1 dsk3b b 2 /
IDENTIFIER=1 dsk3g g 18 /usr
IDENTIFIER=1 dsk3h h 16 /var
IDENTIFIER=2 dsk4c c 36 generic boot3
IDENTIFIER=3 dsk5b b 2 backup 7
IDENTIFIER=3 dsk5g g 18 backup Zusr®
IDENTIFIER=3 dsk5h h 16 backup /var®

1This UNIX naming convention appliesif the ES40 or ES45 nodes are configured as specified; that is,
threeinternal disks on the first node and two internal disks on the second node. For the DS20L
product, the naming convention will be different

2Thesize

has been rounded to the nearest gigabyte.

3 /cluster/adnmi n/generic_boot_partition — used when adding domain members.
4The backup disks are used during the upgrade process.

Note:

Theidentifier IDENTIFIER=1) rather than the UNIX disk device name (dsk3) is
used by the automatic installation process to identify the disks on the RAID (cluster
disk, generic boot disk, and backup cluster disk).

For HP AlphaServer DS20L nodes, the usage of disk IDENTIFIER=4 is documented
in Table 6-3 on page 6-6.

Physical Installation 3-43



Configure the System Storage on the HSV110

3.15 Configure the System Storage on the HSV110

3-44

This section describes how to configure system storage on the HSV 110 storage subsystem
and contains the following sections:

* HSV110 Storage Management (see Section 3.15.1 on page 3-46)
* Configure the HSV110 RAID Controllers (see Section 3.15.2 on page 3-47)
Note:

For instructions on how to configure fibre channel switch network addressing, see
Section 3.13.1 on page 3-24; for instructions on how to configure fibre channel
switch zoning, see Section 3.13.2 on page 3-26.

Before configuring the system storage on the HSV 110, check that the system firmware on the
HSV 110 meets the requirements described in Section 3.12 on page 3-24.

Figure 3-11 shows ablock diagram of how the HSV 110 storage subsystem works, as
follows:

* TheHSV controller pair connects to two Fibre Channel fabrics, to which the hosts also
connect.

* TheHSV Element Manager isthe software that controls the HSV 110 storage subsystem.
It resides on the SANworks Management Appliance. The SANworks Management
Appliance connects into the fibre channel fabric.

* Thecontroller pair connects to the physical disk array through fibre channel arbitrated
loops. There are two separate loop pairs: loop pair 1 and loop pair 2. Each loop pair
consists of 2 loops, each of which runs independently, but which can take over for the
other loop in case of failure.
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Figure 3—11 Block Diagram of HSV110 Component Connections
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3.15.1.1

3.15.1.2

3-46

HSV110 Storage Management

The information in this section is organized as follows:

* Licenses (see Section 3.15.1.1 on page 3-46)

* TheHSV Element Manager (see Section 3.15.1.2 on page 3-46)
*  SANWorks Scripting Utility (see Section 3.15.1.3 on page 3-47)

For more detail on the HSV 110 Array Controller, refer to the Enterprise Virtual Array
Documentation, which is available at the following location:

<http://h18006 .wwwl.hp.com/products/storageworks/enterprise/documentation.html>
Licenses

The HSV 110 Controllers use Compag SANWorks Virtual Controller Software (VCS)
Package VV2.002 and Compag SANworks VCS Snapshot V2.002. These are licensed

products. The VCS software kits contain a license authorization key which is used in
conjunction with the controllers WWN to generate alicense key.

Thelicense keys enable the use of VCS software and the value-added Snapshot functionality
on adual-controller basis. Snapshot for VCSrequires, asaprerequisite, VCS Softwareand is
licensed by the capacity attached to the dual controllers. After the storage configuration is
initialized, the license is associated with the WWN and will persist if the controllers are
replaced.

To enable licensing, the License Authorization Key from the VCS Software Kit and the VCS
Snapshot Software Kit, and the WWN from the Enterprise Storage System WWN label are
required. The customer may request alicense key by visiting the licensing fulfillment
website or using the manual methods outlined on the License Authorization Key Instruction
Sheet.

Using the manual method, you will receive your license key in oneto 48 hours. The key will
be returned to you via email.

The HSV Element Manager

The HSV 110 storage subsystem is monitored and managed centrally through the HSV
Element Manager, a user-friendly graphical user interface (GUI). The element manager is
installed on an HP SANworks Management Appliance that is attached to the fabric on which
the hosts and the storage system reside. The element manager’s client is a standard web
browser. The element manager uses the paradigm of folders to organize the various storage
system components.
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3.15.1.3 SANWorks Scripting Utility

The SANWorks scripting utility is available from the Enterprise Platform Kit. Verify that the
utility isinstalled in Zusr/1bin and ensure that it has execute permissions.

The Scripting Utility V1.0 for Enterprise Virtual Array isacommand line application that
allows you to configure and control HSV controllers.

The Scripting Utility isaclient of aclient/server application. The Scripting Utility’s server
accepts commands from a client—the Scripting Utility. These commands are sent across a
network to the HSV Element Manager. The Scripting Utility is also known as the Storage
System Scripting Utility (SSSU).

Scripting utilities and SSSU script examples are also provided in the HP AlphaServer SC
System Software CD-ROM. See Section 3.15.2.4 on page 3-55 and Section 3.15.2.5 on page
3-61 for information on editing and running these scripts.

3.15.2 Configure the HSV110 RAID Controllers
To configure the HSV 110 RAID controllers, perform the following tasks:

* Locatethe Example EVA (HSV110) Configuration Scripts (see Section 3.15.2.1 on page
3-48)

*  Calculate the Minimum Storage Requirement (see Section 3.15.2.2 on page 3-48)

* Create Virtual Disk Units for the Clustered Management Server (see Section 3.15.2.3 on
page 3-52)

* Edit the Configuration Script (see Section 3.15.2.4 on page 3-55)
* Run the Configuration Script (see Section 3.15.2.5 on page 3-61)

If you intend to install a clustered management server and you do not have any other Trué4
UNIX system available in the same network as your HSV 110 storage subsystem, you must
initialize the HSV 110 through the SAN Appliance Element Manager browser and create the
minimum entities needed to allow you to perform the initial Tru64 installation for the
clustered management server. Thisis described in Section 3.15.2.3.
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3.15.2.1

3.15.2.2
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Locate the Example EVA (HSV110) Configuration Scripts
Note:

The HSV 110 belongs to the Enterprise Virtual Array (EVA) family of storage
products. The scripts used to configure the HSV 110 are called “EVA” configuration
scripts.

Perform the following steps to get EVA configuration script examples for HP AlphaServer
SC:

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.

2. Create amount point for the CD-ROM, by running the following command:
# mkdir /cdrom

3. Mount the CD-ROM asfollows:

# mount -r /dev/disk/cdromOc /cdrom

4. Changeto the directory where EVA scripting tools for Tru64 UNIX are located:

# cd /cdrom/Examples/eva tools

5. Listthefilesasfollows:
# 1s -1
ldomain-nomgt. txt
ldomain-mgt.txt
4domains-nomgt. txt
4domains-mgt . txt

Note:

To configure the HSV 110 through the Tru64 SSSU, you need to have completed the
management server installation to the point where you have patched the management
server. Otherwise, you can elect to use another external Tru64 UNIX system
available in the same network as your HSV 110 storage subsystem.

Calculate the Minimum Storage Requirement

Asexplained in Section 2.4.4.2 on page 2-14, there may be situationswhereit is advisable to
separate virtual disksin different disk groups.

In such cases, use the following guidelines:

e Usethe default disk group for holding system storage
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* Usetheinformation provided in Table 3-16 on page 3-49, Table 3-17 on page 3-49,
Table 3—18 on page 3-50, and Table 3-19 on page 3-50 to determine the minimum
storage allocation needs for the domains in your system.

* Match your storage space needs with the information provided in Table 3-20 to
determine the size of the default disk group.

*  See Section 2.4.4.2 on page 2-14 for additional information about disk group
considerations.

Table 3-16 Storage Requirements for a Single HP AlphaServer SC domain — HSV110

Disk Required Space [GB]
CFSdisk 16

Backup / Upgrade disk 16

Generic Boot 1

Tru64 installation [SC20 only] 16

Total SC45 33

Total SC20 49

Table 3—-17 displays the storage management requirement for a clustered management server.

Table 3-17 Storage Requirement for the Clustered Management Server — HSV110

Disk Required Space [GB]
CFSdisk 16

Quorum disk 2

Tru64 installation disk 16

Node 0 boot disk 2

Node 1 boot disk 2

Total 38
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Table 318 displays the SC45 minimum storage requirements.

Table 3—-18 SC45 Minimum Storage Requirements — HSV110

Number of Without management server  With management server

domains required space [GB] reguired space [GB]
1 33 71

2 66 104

3 99 137

4 132 170

5 165 203

Table 3—19 displays the SC20 minimal storage requirements.

Table 3—19 SC20 Minimum Storage Requirements — HSV110

Number of Without management With management server
domains server required space [GB] required space [GB]

1 49 87

2 98 136

3 147 185

4 196 234

5 245 283

Table 3-20 displays the disk group virtual RAID1 space per number of disks.

Table 3—20 Disk Group Virtual RAID1 Available Space per Number of Disks — HSV110

Number of Available VR1 Space with  Available VR1 Space with

Disks [36 GB] Sparing Level 1 [GB] Sparing Level 2 [GB]
8 101 67
10 135 101
12 168 134
14 202 168
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Table 3—20 Disk Group Virtual RAID1 Available Space per Number of Disks — HSV110

Number of
Disks [36 GB]

Available VR1 Space with
Sparing Level 1 [GB]

Available VR1 Space with
Sparing Level 2 [GB]

16
18
20
22

236
269
302
337

203
236
269
303

Table 3-21 summarizes the alocation of disks on the HSV110.

Total Number
of 36GB disks

Total Number
of 36GB disks

Total Number of Total Number of
72GB disks with  146GB disks with

Number of  with Sparing with Sparing Sparing Level 1~ Sparing Level 1
Domains Level 2 Level 1 or Level 2 or Level 2

1 10 8 8 8

2 12 10 8 8

3 14 12 8 8

4 16 14 8 8

5 16 16 8 8
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3.15.2.3 Create Virtual Disk Units for the Clustered Management Server

In aclustered management server, al the disks are based on the HSV 110 storage subsystem.
This has the following consequences:

Theinitial Trué4 UNIX system for the clustered management server cannot be installed
before configuring the HSV 110 storage system

If no other Tru64 UNIX systems are available in the same network, you must perform a
minimal HSV 110 configuration through the SAN Appliance Element Manager browser.
This minimal configuration is required to perform the initial Tru64 UNIX system
installation for the clustered management server

To complete the HSV 110 configuration, run the SSSU scripts as described in Section
3.15.2.4 and Section 3.15.2.5.

Section 3.15.2.3.1 describes minimal steps to be performed to configure the HSV 110
through the SAN Appliance Element Manager browser.

Section 3.15.2.3.2 gives an SSSU script example to compl ete the storage configuration
for the clustered management server.

3.15.2.3.1 Initialize the HSV110 Storage Subsystem through the Element Manager

3-52

Perform the following steps in order to configure the minimum storage needs for the initial
True4 UNIX installation on the clustered management server:

Cell Initialization

To initialize the cell, perform the following tasks:

1.

g~ LN

Log in the SAN Management appliance.

In the Navigation pane, select the Element Manager, HSV Element Manager option.
Click on the Launch button.

In the Navigation pane, select the Uninitialized Storage System option.

Click on the Initialize button.

Enter the cell name (atlas in the example) and the number of disks composing the
default disk group

Click on the Advanced Options button.

The next steps allow you to optionally set the date format, the disk failure protection
level (0, single or double), and enter a comment.

When completed, click on the Finish button and wait until completed.
The atlas cell is now displayed in the Navigation pane.
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Clustered Management Server Host Definition

To define the clustered management server host, perform the following tasks:

© 0~ wDd PP

10.
11
12.

In the Navigation pane, select the atlas cell.

In the Navigation pane, select the hosts option.

Click on the Create Folder button.

Enter the folder name (SC in the example) and click on the Finish button.

Click on the Create Host button.

Enter the host name for the clustered management server (atlasms in the example).
Note:

The clustered management server host represents the full cluster, not a single node.

Click on the Next Step button.
The Add Host window displays alist of adapter port WWNSs.

Select aWWN from the list, by comparing it with the SRM output from node 0 and node

1 of the clustered management server:
P00 >>> show device pg*

pga0.0.0.2.1PGAD WWN 2000-0000-c92c-1c32
pgb0.0.0.3.1PGBO WWN 2000-0000-c92c-1b05
Note:

When matching SRM output and Element Manager WWID information, please note
that the SRM output displays the world wide node name (WWNN), where the
leftmost character is 2. The Element Manager displays a menu of world wide port
names (WWPN), where the leftmost character is 1.

Select the Tru64 UNIX operating system type for the host.

Click on the Finish button.

In the Navigation pane, select the created host, and click on the Add Port button.
Add the remaining WWN to complete the host definition.
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Tru64 Disk Unit Creation

To create the Tru64 UNIX disk unit, perform the following tasks:

1. Onthe Navigation pane, click on Virtual Disks.

Click on the Create Folder button.

Enter the folder name (SC in the example) and click on the Finish button.
Click on Create Virtual Disk Family button.

Create avirtual disk with the following characteristics:

— Name: cfsms_Tru64

— Redundancy: VRAID1

— Write cache policy: mirrored write-back (default)

g ~ LN

— Read cache policy: on

— OSunit ID: 3 (for this example)

— Present to host: atlasms

— Preferred path mode: No preference
6. Click on the Finish button.

The HSV 110 storage subsystem is ready for theinitial Tru64 UNIX system installation.
When theinitial Tru64 UNIX installation is done, the SSSU utility can be used to complete
the configuration of the HSV 110 storage subsystem, as described in Section 3.15.2.4 on page
3-55 and Section 3.15.2.5 on page 3-61.

3.15.2.3.2 SSSU Script for the Clustered Management Server

3-54

For systems with a clustered management server with shared storage on an HSV 110,
Example 3—1 shows a suitable configuration script for creating the remaining virtual disk
units for the clustered management server. This should be included in the script that will be
created in Section 3.15.2.4. The amalgamated configuration script will be used to complete
the configuration of the HSV 110 in Section 3.15.2.5.

Example 3—-1 Configuration Script Commands for the Clustered Management Server

IADD HOST "\Hosts\SC\atlasms" WORLD WIDE NAME="1000-0000-c92c-1c32"
OPERATING SYSTEM=TRU64

ISET HOST "\Hosts\SC\atlasms" ADD WORLD WIDE NAME="1000-0000-c92c-1b05"

ADD STORAGE "\Virtual Disks\SC\cfsms" SIZE=16 REDUNDANCY=VRAID1 GROUP="\Disk
Groups\Default Disk Group" OS UNIT ID=1 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfsms_quorum"  SIZE=2 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=2 NOPREFERRED PATH
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IADD STORAGE "\Virtual Disks\SC\cfsms Tru64"  SIZE=16 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=3 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfsms bootdiskl" SIZE=2 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS_UNIT ID=4 NOPREFERRED PATH
ADD STORAGE "\Virtual Disks\SC\cfsms bootdisk2"  SIZE=2 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=5 NOPREFERRED PATH

ADD LUN 91 HOST="\Hosts\SC\atlasms" STORAGE="\Virtual
Disks\SC\cfsms\ACTIVE"

ADD LUN 92 HOST="\Hosts\SC\atlasms" STORAGE="\Virtual
Disks\SC\cfsms_ quorum\ACTIVE"

ADD LUN 93 HOST="\Hosts\SC\atlasms" STORAGE="\Virtual
Disks\SC\cfsms backup\ACTIVE"

ADD LUN 94 HOST="\Hosts\SC\atlasms" STORAGE="\Virtual
Disks\SC\cfsms bootdiskl\ACTIVE"

ADD LUN 95 HOST="\Hosts\SC\atlasms" STORAGE="\Virtual

Disks\SC\cfsms bootdisk2\ACTIVE"
3.15.2.4 Edit the Configuration Script
Note:

If you intend to configure a clustered management server, Section 3.15.2.3 on page
3-52 describes the additional lines you will need to insert in the configuration script
for alocating storage for the clustered management server.

Throughout this section, reference is made to the example SSSU configuration script in
Example 3-2 on page 3-59. (Further exampl e scripts are available on the HP AlphaServer
SC System Software CD-ROM.)

Edit the following lines of the configuration script:

1. SELECT MANAGER command:
a. Replace the IP address with the IP address of the SAN Appliance
b. Check the username and password.

2. SELECT CELL "Uninitialized Storage system' command:

This command selects an uninitialized storage system. If you have already initialized the
storage subsystem using the SAN Appliance Element Manager browser, you do not need
to include the SELECT CELL command.

3. ADD CELL command:

If you have aready initialized the storage subsystem using the SAN Appliance Element
Manager browser, you do not need to include the ADD CELL command. Otherwise,
modify the command as follows:

a. Modify the cell name (atlas in the example) to customize the cell name.
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b. Customize the DEVICE_COUNT according to the chosen number of disks for the
default disk group; in this example, DEVICE_COUNT isequal to 28, which isthetotal
number of disksfor afully equipped configuration of two controllers and two disk
shelves (2C2D).

c. Customize the sparing level.
Note:

In the example script (Example 3-2 on page 3-59), the HSV 110 is configured with a
unique disk group (the default disk group) including the totality of the disks of a
2C2D configuration (2 shelves, 28 disks). Section 3.15.2.2 provides information for
calculating the minimum disk group size requirements if you wish to create a
separate disk group for system storage.

SELECT CELL cell name

Change the cell name to the name of the storage cell as created with the ADD CELL
command or the SAN Appliance Element Manager browser.

. ADD HOST command

When modifying this command, note the following:
— A host isadomain, not asingle node

— TheADD HOST command create a host, and there should be one ADD HOST com-
mand for each domain. The WORLD_WIDE_NAME option in the ADD HOST command
specifies the WWN for the first port in the domain. (The SET HOST commands (see
step 6) specify the WWN of the remaining HBAsin the domain.)

You should identify the WWN of each HBA, asfollows:

P00 >>> show device pg

pga0.0.0.2.1 PGAO WWN 2000-0000-c92c-1c5d
pgb0.0.0.3.1 PGB0 WWN 2000-0000-c92c-1b2e
Caution:

The HSV 110 detects the world wide port name (WWPN), while SRM shows the
world wide node name (WWNN) node name; for ES45 and DS20L the leftmost
character of the WWPN is 1. When editing the script, use the WWPNs for the
WORLD_WIDE_OPTION of the ADD HOST and SET HOST commands.
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Table 3-22 World Wide Node and Port Names — HSV110
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World Wide Node Name

World Wide Port Name

2000-0000-c92c-1c5d

1000-0000-c92c-1c5d

You can double-check the WWN of the HBA on the switch, as follows:

slswitchl:admin> switchshow

N2
N2
N2
N2
N2
N2
N2

N2
N2
N2

switchName:
switchType:
switchState:
switchMode:
switchRole:
switchDomain:
switchId:
switchWwn:
switchBeacon:
Zoning:

port 0: id
port 1: id
port 2: id
port 3: --
port 4: id
port 5: --
port 6: id
port 12: --
port 13: id
port 14: id
port 15: id

N1

slswitchl

9.2

Online

Native

Principal

2

fffco2

10:00:00:60:69:51:35:9f

OFF

OFF
Online F-Port 10:00:00:00:c9:2c:1c:5d
Online F-Port 10:00:00:00:c9:2c:1b:2e
Online F-Port 10:00:00:00:c9:2c:1b:05
No_Module
Online F-Port 10:00:00:00:c9:2c:1c:45
No Module
Online F-Port 10:00:00:00:c9:2c:1b:ff
No Module

Online F-Port 50:00:1f:e1:00:13:a3:cc
Online F-Port 50:00:1f:e1:00:13:a3:c9
Online F-Port 10:00:00:00:c9:23:2e:£f9

slswitchl:admin>

For each domain, change the WORLD_WIDE_NAME option of an ADD

the WWN of the HBA in the first node of the domain.

Note:

HOST command to

If you have a host name that is a prefix for another host name (example atlas,

atlasms), insert the command for creating the prefix (add host

"\Hosts\SC\atlas") BEFORE the command to create the host name
("\Hosts\SC\atlasms"). If you change the order, the second ADD HOST command
will fail.

Physical Installation

3-57



Configure the System Storage on the HSV110

3-58

6. SET HOST commands

When modifying these commands, note the following:

— The SET HOST command adds a port to the host. This port can be either the second
HBA of thefirst node of the domain or one HBA of the second node of the same
domain.

— Thereisone SET HOST command for each HBA in the domain that is additional to
the HBA defined in the ADD HOST command (the first port in the domain). In Exam-
ple 3-2 on page 3-59, there are atotal of 16 HBAsin the system, with four HBASsin
each of four domains. Thisresultsin four ADD HOST commands — one for each
domain — and 12 SET HOST commands — three for each domain.)

For each domain, edit one SET HOST command for each remaining HBA in the domain.
Change the WORLD_WIDE_NAME option of the SET HOST command to the WWN of the
HBA.

. ADD STORAGE commands

Edit these commands to all ocate the storage you want to configure for your system. In
Example 3-2 on page 3-59, the following allocations are made:

— 16 GB VRAID1 for the CFS disk

— 1GB VRAIDL1 for the generic boot disk

— 16 GB VRAIDL1 for the backup/upgrade disk

Do not modify the 0S_UNIT_ID options. they are coherent with sra setup settings.

For SC20 configurations, uncomment the ADD STORAGE command for creating the
Tru64 disk.

. ADD LUN commands:

Edit these commands to present the disk units to the hosts in your system.

For SC20 configurations, uncomment the ADD LUN commands to present the Tru64
disks.
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Example 3-2 shows the sample SSSU configuration script.

Example 3-2 SSSU Configuration Script

Script to initalize and config atlas via 16.189.121.99

|

! Using SSSU (SANscript)

! Hewlett Packard

| Date: 10/janv/2003 15:34
!

SELECT MANAGER 16.189.121.99 USERNAME=administrator PASSWORD=administrator

! Stop if errors do occur

SET OPTIONS ON_ERROR=HALT ON ERROR
! Create the Default Disk Group if requested

SET OPTIONS COMMAND DELAY=60

SELECT CELL "Uninitialized Storage Systeml"

ADD CELL atlas
SELECT CELL atlas
SET OPTIONS COMMAND DELAY=10

DEVICE COUNT=28 SPARE POLICY=DOUBLE

! Create one host with all adapters WWN per domain

ADD FOLDER
|

ADD HOST "\Hosts\SC\atlasDO"
OPERATING SYSTEM=TRU64

SET HOST "\Hosts\SC\atlasDO"
SET HOST "\Hosts\SC\atlasD0O"
SET HOST "\Hosts\SC\atlasDO"
|

ADD HOST "\Hosts\SC\atlasD1"
OPERATING SYSTEM=TRU64

SET HOST "\Hosts\SC\atlasD1"
SET HOST "\Hosts\SC\atlasD1"
SET HOST "\Hosts\SC\atlasD1"
|

ADD HOST "\Hosts\SC\atlasD2"
OPERATING SYSTEM=TRU64

SET HOST "\Hosts\SC\atlasD2"
SET HOST "\Hosts\SC\atlasD2"
SET HOST "\Hosts\SC\atlasD2"

"\Hosts\SC"

ADD HOST "\Hosts\SC\atlasD3"
OPERATING SYSTEM=TRU64

SET HOST "\Hosts\SC\atlasD3"
SET HOST "\Hosts\SC\atlasD3"
SET HOST "\Hosts\SC\atlasD3"

!
! Create Virtual disks

ADD FOLDER "\Virtual Disks\ScC"

WORLD WIDE NAME="1000-0000-c92c-1c5d"

ADD WORLD WIDE NAME="1000-0000-c92c-1b2e"
ADD WORLD WIDE NAME="1000-0000-c92c-1b2f"
ADD WORLD WIDE NAME="1000-0000-c92c-1bl9"

WORLD WIDE NAME="1000-0000-c92a-490b"
ADD WORLD WIDE NAME="1000-0000-c92c-2cc8"
ADD WORLD WIDE NAME="1000-0000-c92c-1bc7"
ADD WORLD WIDE NAME="1000-0000-c92c-1bc8"
WORLD WIDE NAME="1000-0000-c92c-1c63"
ADD WORLD WIDE NAME="1000-0000-c92c-1b05"
ADD WORLD WIDE NAME="1000-0000-c927-c9b3"
ADD WORLD WIDE NAME="1000-0000-c927-cbla"
WORLD WIDE NAME="1000-0000-c92c-1c45"
ADD WORLD WIDE NAME="1000-0000-c92c-2bee"

ADD WORLD WIDE NAME="1000-0000-c927-ccee"
ADD_WORLD WIDE NAME="1000-0000-c925-6ad9"
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ADD STORAGE "\Virtual Disks\SC\cfs0" SIZE=16 REDUNDANCY=VRAID1 GROUP="\Disk
Groups\Default Disk Group" OS UNIT ID=1 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfs0 generic" SIZE=1 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=2 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfsO backup"  SIZE=16 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=3 NOPREFERRED PATH

! Uncomment next line for SC20 configurations

! ADD STORAGE "\Virtual Disks\SC\cfsO Tru64"  SIZE=16 REDUNDANCY=VRAIDI
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=4 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfsl" SIZE=16 REDUNDANCY=VRAID1 GROUP="\Disk
Groups\Default Disk Group" OS_UNIT ID=1 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfsl generic" SIZE=1 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=2 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfsl backup" SIZE=16 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=3 NOPREFERRED PATH

! Uncomment next line for SC20 configurations

! ADD STORAGE "\Virtual Disks\SC\cfsl Trué4" SIZE=16 REDUNDANCY=VRAIDI1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=4 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfs2" SIZE=16 REDUNDANCY=VRAID1 GROUP="\Disk
Groups\Default Disk Group" OS UNIT ID=1 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfs2 generic" SIZE=1 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=2 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfs2 backup" SIZE=16 REDUNDANCY=VRAID1l
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=3 NOPREFERRED PATH

! Uncomment next line for SC20 configurations

! ADD STORAGE "\Virtual Disks\SC\cfs2 Tru64" SIZE=16 REDUNDANCY=VRAIDI1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=4 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfs3" SIZE=16 REDUNDANCY=VRAID1 GROUP="\Disk
Groups\Default Disk Group" OS UNIT ID=1 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfs3 generic" SIZE=1 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=2 NOPREFERRED PATH

ADD STORAGE "\Virtual Disks\SC\cfs3 backup"  SIZE=16 REDUNDANCY=VRAID1
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=3 NOPREFERRED PATH

! Uncomment next line for SC20 configurations

! ADD STORAGE "\Virtual Disks\SC\cfs3 Tru64"  SIZE=16 REDUNDANCY=VRAIDI
GROUP="\Disk Groups\Default Disk Group" OS UNIT ID=4 NOPREFERRED PATH

! Add unit numbers to the SC's and activate them

ADD LUN 1 HOST="\Hosts\SC\atlasD0O" STORAGE="\Virtual
Disks\SC\cfsO0\ACTIVE"

ADD LUN 2 HOST="\Hosts\SC\atlasDO" STORAGE="\Virtual
Disks\SC\cfs0 generic\ACTIVE"

ADD LUN 3 HOST="\Hosts\SC\atlasD0O" STORAGE="\Virtual

Disks\SC\cfs0 backup\ACTIVE"

! Uncomment next line for SC20 configurations

!ADD LUN 4 HOST="\Hosts\SC\atlasD0O" STORAGE="\Virtual
Disks\SC\cfs0_ Tru64\ACTIVE"
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ADD LUN 11 HOST="\Hosts\SC\atlasD1" STORAGE="\Virtual
Disks\SC\cfs1\ACTIVE"

ADD LUN 12 HOST="\Hosts\SC\atlasD1" STORAGE="\Virtual
Disks\SC\cfsl generic\ACTIVE"

ADD LUN 13 HOST="\Hosts\SC\atlasD1" STORAGE="\Virtual

Disks\SC\cfsl backup\ACTIVE"

! Uncomment next line for SC20 configurations

!ADD LUN 14 HOST="\Hosts\SC\atlasD1" STORAGE="\Virtual
Disks\SC\cfsl Tru64\ACTIVE"

ADD LUN 21 HOST="\Hosts\SC\atlasD2" STORAGE="\Virtual
Disks\SC\cfs2\ACTIVE"

ADD LUN 22 HOST="\Hosts\SC\atlasD2" STORAGE="\Virtual
Disks\SC\cfs2_generic\ACTIVE"

ADD LUN 23 HOST="\Hosts\SC\atlasD2" STORAGE="\Virtual

Disks\SC\cfs2 backup\ACTIVE"

! Uncomment next line for SC20 configurations

IADD LUN 24 HOST="\Hosts\SC\atlasD2" STORAGE="\Virtual
Disks\SC\cfs2 Trué64\ACTIVE"

ADD LUN 31 HOST="\Hosts\SC\atlasD3" STORAGE="\Virtual
Disks\SC\cfs3\ACTIVE"

ADD LUN 32 HOST="\Hosts\SC\atlasD3" STORAGE="\Virtual
Disks\SC\cfs3 generic\ACTIVE"

ADD LUN 33 HOST="\Hosts\SC\atlasD3" STORAGE="\Virtual

Disks\SC\cfs3 backup\ACTIVE"

! Uncomment next line for SC20 configurations

!ADD LUN 34 HOST="\Hosts\SC\atlasD3" STORAGE="\Virtual
Disks\SC\cfs3 Tru64\ACTIVE"

Run the Configuration Script

When you have completed edits to the EVA configuration script, run the scripting utility
either from the HP AlphaServer SC management server, or from a PC connected to the same
IP network as your HSV 110 storage subsystem.

Note:

In order to run SSSU from a PC you need the EVA Platform kit for Windows NT.

The following steps apply to running the scripting utility from the HP AlphaServer SC
management server:

1. Runthe SSSU scripting utility from anywhere on the same | P network as your HSV 110
storage subsystem, as follows:
atlasms# ./sssu

The NoCel ISelected prompt will be displayed.
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2. Run the configuration script (in the example below, a script for 4 domains without

clustered management server):
NoCellSelected > file 4domains-nomgt

The script may take several minutes to execute due to the number of scripted commands.
3. Verify the configuration on the SAN Appliance PC using the Graphical User Interface.
Note:

Script execution may take along time. It may be quicker to manually execute script
lines one at atime.

3.16 Configure the System Storage on the MSA1000

3-62

Note:

The HP StorageWorks Modular SAN Array 1000 (M SA1000) is the entry-level
storage subsystem for HP AlphaServer SC systems and is only supported for systems
that have one domain. If you have more than one domain, it is more cost-effective to
use an alternative type of storage subsystem.

In an M SA 1000 storage subsystem, two RAID controllers are used, as shown in Figure 3-12
on page 3-63, where the two controllers are labelled LEFT and RIGHT. You can configure
the RAID subsystem using acommand line interpreter (CLI) on one of the controllers (slot 1,
on the RIGHT controller in Figure 3-12).

To configure the system storage on an M SA 1000 storage subsystem, perform the following
tasks on each domain:

*  Check the MSA 1000 Controller Firmware (see Section 3.16.1 on page 3-64)
e Configure the MSA1000 RAID Storage (see Section 3.16.2 on page 3-64)
* Rename the Connections (see Section 3.16.3 on page 3-66)
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Figure 3-12 shows the cabling in the example M SA 1000 storage subsystem configured in
this section.

atlasDO
atlasO atlasl
0 i o O o O o o T~ =] 5] o o o o
o o LEFT Fibre Channel Switch 1 o RIGHT Fibre Channel Switch

LEFT Controller RIGHT Controller J

\ /

e f— A (——3 — A (—3
ENEE N A ECE e

All RAID storage units visible to all ports

HBA = Fibre Channel Host Bus Adapter

Figure 3—-12 Example System Storage Configuration — MSA1000
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3.16.1 Check the MSA1000 Controller Firmware

Before configuring the system storage on the M SA 1000, check that the system firmware on
the M SA 1000 meets the requirements described in Section 3.12 on page 3-24.

If necessary, see Appendix J.1. for information on upgrading the MSA 1000 Controller
Firmware.

3.16.2 Configure the MSA1000 RAID Storage
Configure the MSA 1000 RAID controllers as follows:
1. Connect aterminal via serial cableto dot 1 of one of the MSA 1000 controllers and use a

terminal emulator to issue commands to the CLI. In the example in this section:

*  TheMSA1000 is equipped with an additional dual-bus enclosure, for atotal of 4
SCSI buses.

* System storage uses two 36.4 GB disks.
2. Using the CLI, view theinstalled physical disks as follows:

CLI> show disks

Disk List: (box,bay) (bus,ID) Size Units
Disk101 (1,01) (0,00) 36.4GB none
Disk102 (1,02) (0,01) 36.4GB none
Disk103 (1,03) (0,02) 36.4GB none
Disk104 (1,04) (0,03) 36.4GB none
Disk108 (1,08) (1,00) 36.4GB none
Disk109 (1,09) (1,01) 36.4GB none
Disk110 (1,10) (1,02) 36.4GB none
Disk111l (1,11) (1,03) 36.4GB none
Disk112 (1,13) (1,04) 36.4GB none
Disk201 (2,01) (2,00) 36.4GB none
Disk202 (2,02) (2,02) 36.4GB none
Disk203 (2,03) (2,03) 36.4GB none
Disk204 (2,05) (2,04) 36.4GB none
Disk208 (2,08) (3,00) 36.4GB none
Disk209 (2,09) (3,01) 36.4GB none
Disk210 (2,10) (3,02) 36.4GB none
Disk211 (2,11) (3,03) 36.4GB none

3. Createthe virtual disks and introduce them as storage units, as shown in Table 3-23.

For a clustered management server, create the following additional storage units:
* Unit4: CFSdisk

e Unit 5: Quorum disk

* Unit 6: Tru64 disk

e Unit 7: Node 0 boot

* Unit 8: Node 1 boot
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Table 3-23 Introducing the Storage Units (Virtual Disks) — MSA1000

Domain Command UNIX Partition
atlasDO CLI> ADD UNIT 1 RAID_LEVEL=1 DATA="diskl101 disk201" /,/usr, /var
S1ZE=16GB SPARE="'diskl112"
CLI> ADD UNIT 2 RAID_LEVEL=1 DATA="disk102 disk202" generic boot
S1ZE=1500MB SPARE="'disk112"
CLI> ADD UNIT 3 RAID_LEVEL=1 DATA="disk103 disk203" backup/upgrade
S1ZE=16GB SPARE="'disk112"
atlasms CLI> ADD UNIT 5 RAID_LEVEL=1 DATA="disk104 disk204” CFS disk
size=16GB SPARE="disk112"
CLI> ADD UNIT 8 RAID_LEVEL=1 DATA="disk108 disk208” quorum
size=2G SPARE="'diskl112"
CLI> ADD UNIT 4 RAID_LEVEL=1 DATA="disk109 disk209” Tru64
size=12GB SPARE="'diskl112"
CLI> ADD UNIT 6 RAID_LEVEL=1 DATA="disk110 disk210” node 0 boot

size=2GB SPARE="disk112"

CLI> ADD UNIT 7 RAID_LEVEL=1 DATA="disk111l disk211”
size=2GB SPARE="disk112"

node 1 boot!

1For sizes shown in this example, when creating the last unit you may have to adjust the size to fit the
remaining available space.

4.

Set the IDENTIFIER label on the storage units, as shown in Table 3-24. This|abel
simplifies the task of identifying disks when using the hwmgr -v -d command.

Table 3-24 Setting the Identifiers — MSA1000

Domain Command

atlasDO CLI> SET UNIT_ID 1 1
CLI> SET UNIT_ID 2 2

CLI> SET UNIT_ID 3 3

atlasms CLI> SET UNIT_ID 4 1

CLI> SET UNIT_ID 5 2
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Table 3—24 Setting the Identifiers — MSA1000

Domain Command

CLI> SET UNIT_ID 6 3
CLI> SET UNIT_ID 7 4

CLI> SET UNIT_ID 8 5

3.16.3 Rename the Connections

Before you begin to modify the connections, check that the system firmware on the
M SA 1000 meets the requirements described in Section 3.12 on page 3—24. Rename the
connections as follows:

1. Comparethe HOST_ID (WWN) reported by the console show device command with
the connections reported by the controller SHOW CONNECTIONS command.

In this example, atlas0 and atlas1 each have two fibre channel Host Bus Adapter
cards (HBAS). To identify the atlas0 connectionsto the LEFT and RIGHT controllers,
perform the following steps:

a. ldentify the WWN of each HBA (see Table 3-25), by running the show device
command at the atlas0 SRM console prompt:

P00>>> show devices pg
pga0.0.0.2.1 PGAO WWN 1000-0000-c92c-1bba
pgb0.0.0.3.1 PGBO WWN 1000-0000-c92c-1bff

Table 3-25 Identifying the WWN of the HBAs — MSA1000

Domain HBA WWN

atlasO 0 2000-0000-c92c-1bba
1 2000-0000-c92c-1bff

atlasl 0 2000-0000-c92c-1c72
1 2000-0000-c92c-1c12
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For a clustered management server, the WWNSs in Table 3-26 may be identified:

Table 3-26 Identifying the WWN of the HBAs — MSA1000 — Management Server

Domain HBA WWN

atlasmsO 0 2000-0000-c92¢c-1c32
1 2000-0000-c92c-1c29

atlasmsl 0 2000-0000-c92c-1c42
1 2000-0000-c92c-1c51

b. Create a naming convention for the connections, to give them meaningful names.

The convention used in this example is N<node#>-<adapter#>

where:

— node# isthe node number (four-digits, left-pad with zeros as necessary)

— adapter#is0for HBA 0,and 1 for HBA 1
Note:

These two fields are sufficient to fully identify the connection, as each MSA 1000

controller has only one port.

c. Listall of the connections (from all HBAsin all nodes) to the MSA 1000 controllers,

by running the SHOW CONNECT IONS command:

CLI> SHOW CONNECTIONS

Connection Name: <Unknown>
Host WWNN = 20000000-C92C1C72
Host WWPN = 10000000-C92C1C72
Profile Name = Default
Unit Offset = 0
Controller 1 Port 1 Status
Controller 2 Port 1 Status

Online
Online

Connection Name: <Unknowns>
Host WWNN = 20000000-C92C1BBA
Host WWPN = 10000000-C92C1BBA
Profile Name = Trué4
Unit Offset = 0
Controller 1 Port 1 Status
Controller 1 Port 1 Status

Online
Online
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Connection Name: <Unknowns>
Host WWNN = 20000000-C92C1BFF
Host WWPN = 10000000-C92C1BFF
Profile Name = Trué4
Unit Offset = 0
Controller 1 Port 1 Status = Online
Controller 2 Port 1 Status Online

Connection Name: <Unknown>
Host WWNN = 20000000-C92C1C12
Host WWPN = 10000000-C92C1C12
Profile Name = Trué64
Unit Offset = 0
Controller 1 Port 1 Status = Online
Controller 2 Port 1 Status Online

If you have more domains, or a clustered management server connected to the same
fabric, information similar to the output above is displayed for al nodes equipped
with HBAs and connected to the same fabric.

d. Rename the connections using the ADD CONNECTION command:
CLI> ADD CONNECTION NO000OO-0 WWPN = 10000000-CS92C1BBA
PROFILE=Tru64 OFFSET=0
CLI> ADD CONNECTION NO0000-1 WWPN
PROFILE=Tru64 OFFSET=0
CLI> ADD CONNECTION NO0001l-0 WWPN
PROFILE=Tru64 OFFSET=0
CLI> ADD CONNECTION NO0001l-1 WWPN
PROFILE=Tru64 OFFSET=0

10000000-C92C1BFF

10000000-C92C1C72

10000000-C92C1C12

For a clustered management server, rename the connections as follows:

CLI> ADD CONNECTION MGT0000-0 WWPN = 10000000-C92C1C32
PROFILE=Tru64 OFFSET=0

CLI> ADD CONNECTION MGT0000-1 WWPN
PROFILE=Tru64 OFFSET=0

CLI> ADD CONNECTION MGT0001-0 WWPN
PROFILE=Tru64 OFFSET=0

CLI> ADD CONNECTION MGT0001-1 WWPN = 10000000-C92C1C51
PROFILE=Tru64 OFFSET=0

10000000-C92C1C29

10000000-C92C1C42
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Repeat the ADD CONNECTION command for each node connected in the same fab-
ric, as shown in Table 3-27.

Table 3—-27 Renaming the Connections — MSA1000

Domain Node HBA Controller Connection Name
atlasDO 0 0 LEFT NO000-0-0
0 1 RIGHT NO000-0-1
1 0 LEFT NO000-1-0
1 1 RIGHT N0O000-1-1
atlasms0 0 LEFT MGT0O000-0
1 RIGHT MGT0O000-1
atlasmsl 0 LEFT MGTO001-0
1 RIGHT MGT0001-1

2. 'You must ensure that disks intended for use by adomain are visible only to that domain.
To do this, set the Access Control List (ACL) for the devices, as shown in Table 3-28.

Table 3—-28 Enabling Access to the Units for Connected Nodes — MSA1000

Domain Command

atlasDO CLI> ADD ACL CONNECTION=NOOOO-O UNIT=1-3
CLI> ADD ACL CONNECTION=NOOOO-1 UNIT=1-3
CLI> ADD ACL CONNECTION=NOOO1-0 UNIT=1-3
CLI> ADD ACL CONNECTION=NOOO1-1 UNIT=1-3
atlasms CLI> ADD ACL CONNECTION=MGTOO00-0 UNIT
CLI1> ADD ACL CONNECTION=MGTO000-1 UNIT
CLI> ADD ACL CONNECTION=MGTO001-0 UNIT
CLI> ADD ACL CONNECTION=MGTO001-1 UNIT

o nu
DD DD
0 0 00 00

Note:

If you are replacing a component (for example, a host adapter) or reseating a cable,
you must update the access path as new connections will be created.

Table 3—15 on page 343 describes how these virtual disks are used.
For sample flow and output when configuring the MSA 1000, refer to Appendix J.3.
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Upgrade Installation Procedure

This chapter describes how to upgrade to HP AlphaServer SC Version 2.6 (UK2) from HP
AlphaServer SC Version 2.6 (UK 1).

If your system has a management server, read Section 4.4 on page 4-10 (Upgrade with a
Management Server). If your system has a clustered management server, read Section 4.5 on
page 4-21 (Upgrade with a Clustered Management Server). If your system does not have a
management server, read Section 4.6 on page 4-32 (Upgrade without a Management Server).

Theinformation in this chapter is structured as follows:

* Understanding the Upgrade Process (see Section 4.1 on page 4-2)

* Pre-Upgrade Audit (see Section 4.2 on page 4-8)

* Preparing RIS for C2 Security (see Section 4.3 on page 4-10)

* Upgrade with a Management Server (see Section 4.4 on page 4-10)

* Upgrade with a Clustered Management Server (see Section 4.5 on page 4-21)
*  Upgrade without a Management Server (see Section 4.6 on page 4-32)

* Upgrading the Domains (see Section 4.7 on page 4-41)

* Recover from Failures during an Upgrade (see Section 4.8 on page 4-45)

*  Post-Upgrade Tasks (see Section 4.9 on page 4—49)
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4.1 Understanding the Upgrade Process

Theinformation in this section is organized as follows:

Upgrade Versus I nstallation (see Section 4.1.1 on page 4-2)

Upgrade Procedure Overview (see Section 4.1.2 on page 4-3)

Upgrade Restart (see Section 4.1.3 on page 4-4)

Upgrade States (see Section 4.1.4 on page 4-4)

Preserved and Unpreserved Files (see Section 4.1.5 on page 4-5)

Special Upgrade Mechanisms on Domains (see Section 4.1.6 on page 4-6)

4.1.1 Upgrade Versus Installation

4-2

There are two types of HP AlphaServer SC installation:

Full installation: A full installation must be performed when a new systemisto be
created. See Chapter 5 or Chapter 6 as appropriate for more information.

Upgrade installation: An upgrade is performed when apreviously installed HP
AlphaServer SC system is to be upgraded to a new version of the HP AlphaServer SC
software.

Note:

The only earlier installation that is supported for upgrade to HP AlphaServer SC
Version 2.6 (UK2) isHP AlphaServer SC Version 2.6 (UK1).

If you have a system with an older version of HP AlphaServer SC, and wish to
upgrade to HP AlphaServer SC Version 2.6 (UK 2), please contact your local HP
support representative.

For the upgrade from HP AlphaServer SC Version 2.6 (UK1) to HP AlphaServer SC
Version 2.6 (UK?2), if your system has a management server (or clustered management
server) you need not upgrade the Tru64 UNIX operating system on the management
server.

If your system does not have a management server, the steps for upgrading the first
domain are different. The steps for upgrading the first domain are detailed in Section
4.6.2 on page 4-32.

During an upgrade, the sra upgrade command is used to upgrade the domains.
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Thesra upgrade command performs a series of tasks, as follows:
* TheTru64 UNIX patch kits are applied.
*  TheHP AlphaServer SC software is updated.

¢ The members are not deleted from the domain, and the Trué4 UNIX and TruCluster
Server Kits are not updated on any of the domain members.

Thetasks to be performed by the sra upgrade command are automatically
determined.

4.1.2 Upgrade Procedure Overview

The upgrade procedure is lengthy. Detailed instructions are provided later in this chapter, and
these instructions should be followed very carefully.

The upgrade procedure can be summarized as follows:

1

Perform a pre-upgrade audit to identify any problems before the system is taken out of
production. This audit can be carried out during production and helps to minimize the
time that the system is out of production.

Back up the management server, or the clustered management server, or the first domain
where no management server exists.

Complete the pre-upgrade steps.
From this point until the end of the upgrade, the full system will be out of production.

Upgrade the management server, or the clustered management server, or the first domain
where no management server exists.

At this point, the management server will be upgraded, but the domains will remain out
of production.

Back up the domains.

Upgrade the domains.

Complete the post-upgrade tasks.

At this point, the full system will be back in production.

If your system has a management server, follow the instructions in Section 4.4 on page 4-10.
If your system has a clustered management server, follow the instructions in Section 4.5 on
page 4-21. If your system does not have a management server, follow the instructionsin
Section 4.6 on page 4-32.
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4.1.3 Upgrade Restart

A state-based mechanism that controls the upgrade process allows you to restart the upgrade
at various points. However, if certain upgrade steps fail or are interrupted, the affected
domains will need to be restored as described in Section 4.8 on page 4-45, before the
upgrade can be restarted.

4.1.4 Upgrade States

The upgrade state applies to the domain and not to the node. During an upgrade, a domain
will move through several upgrade states from Pre_Upgrade to Upgraded as described in
Table 4-1.

As each upgrade step is successfully performed, the current upgrade state for the domain (the
current_upg_state inthe sc_domain table) is updated with the name of the state just
completed.

If an upgrade step fails and the upgrade is restarted, the current_upg_state, which
contains the last successful upgrade step, is used to determine the next upgrade step to
perform.

The upgrade process is controlled by the sra upgrade command and not by the sra
daemon (srad). For thisreason, do not interrupt the sra upgrade command while the
upgradeisin progress.

Table 4-1 Upgrade States

Upgrade State Description

Pre_Upgrade Thisistheinitial state of the domain.

Upg_Installed The upgrade subset has been installed on the domain.

Checked The check phase has been completed on the domain.

Setup The setup phase to prepare the domain for upgrade has been completed.
Installed The Tru64 UNIX patch kit and the HP AlphaServer SC software have been

installed on the domain.

Upgraded The cleanup has been performed and the system upgrade has been completed.
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Note:

For more information about the typical actions that happen during each upgrade
state, and where you can access log files to determine the cause of an error, see
Section 11.24 on page 11-40.

4.1.4.1 Check the Upgrade State

To check the upgrade state of the domain, use the rmsquery command, asfollows:

atlasms# rmsquery -v
sgl> select name,current upg state,desired upg state from sc domain

name current upg state desired upg state
atlasD0 Upgraded Upgraded

atlasDl1 Upgraded Upgraded

atlasD2 Pre Upgrade Upgraded

atlasD3 Pre Upgrade Upgraded

sgl> quit

atlasms#

In the above example, atlasDO and atlasD1 are upgraded while atlasD2 and atlasD3
arein the pre-upgrade state.

4.1.5 Preserved and Unpreserved Files

Local files and customizations on the management server or clustered management server
will be preserved and/or migrated in line with the standard mechanisms of HP Tru64 UNIX
Version 5.1B-3 (also known asHP Tru64 UNIX Version 5.1B Patch Kit 5). Pleaserefer to the
Tru64 UNIX Release Notes for Version 5.1B-3 for further information.

During the upgrade process, certain member-specific files on domain members are
automatically backed up and later restored, including the following files:

e /etc/rc.config
¢ /etc/member_fstab
¢ /etc/securettys

e /etc/clu_alias.config

The configuration of SCFS and PFS file systems, and data on these file systems, are also
preserved during the upgrade. However, HP recommends that standard site backup policy be
employed to ensure the safety of the configuration and data on these file systemsin the event
of acatastrophic failure.
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Site-specific customizationsto /etc/ inetd . conf may get changed during the upgradeto
HP AlphaServer Version 2.6 (UK2). Thisis aside-effect of installing Tru64 UNIX Version
5.1B-3 during the upgrade. Where customizations have been madeto /etc/inetd.conf,
HP recommends that you back up the file and check the contents manually when the upgrade
has completed.

If you want to preserve other site-specific modifications, you must back up the files
containing the modifications before the upgrade and restore them manually when the upgrade
isfinished.

Files not mentioned here are not preserved by the upgrade process. For example, site-specific
changes to the following areas on each domain member are lost during the upgrade:

* All crontab settings

e Speciad member swap settings

e Contentsof member /tmp, /tmpl, /local, /locall

e Additional volumes added to member /tmp, /tmpl, /local, /locall

Thefilesinthislist and any other site-specific files and customizations must be backed up
manually, and then restored manually when the upgrade has finished. If you are in any
doubt as to whether files or modifications are automatically backed up, please take
appropriate action to archive site-specific files and customizations.

4.1.6 Special Upgrade Mechanisms on Domains

4-6

In order to explain the special upgrade mechanism on the domains, it is necessary first to
consider the full installation procedure for adomain.

When adomainisbeing fully installed, the patching of the system to Version 5.1B-3 happens
when the domain is standalone (not part of the system) and running from the UNIX disk.
Therefore, the dupatch process only applies the OSFBA SE patches.

This reflects the fact that the TruCluster subsets within the HP AlphaServer SC product are
re-mastered from later source code — where the source code actually includes the changes
normally included in Version 5.1B-3. Therefore, the TruCluster binariesin the HP
AlphaServer SC product are already patched and do not need to be patched again.

Once the HP AlphaServer SC kits are installed on the UNIX disk, the domain can be
successfully created, and so on.

When the full installation is complete, the patch lists in the set1d database on each domain
indicate that only the Tru64 patches from Version 5.1B-3 are installed. However, through the
re-mastering process, we know that the TruCluster subsets already include the Version 5.1B-
3 functional changes.
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However, in the case of a system upgrade, each domain is aready built and arolling upgrade
is not supported on HP AlphaServer SC systems. In addition, the TruCluster subsets (in order
to attempt to arrive at asimilar configuration to the full installation scenario) cannot be
removed because the TruCluster kernel/daemons are currently using files from the original
TruCluster kits.

Therefore, the processisto first remove the origina HP AlphaServer SC subsets from the
domain, with the exception of the TruCluster kits that came with the original HP
AlphaServer SC subsets. The original SRAOSFPATCH and SRATCRBA SE subsets kits are
then uninstalled because of the dependencies that they place in the lock files for the Tru64
and TruCluster base subsets.

The system will already be running Tru64 V5.1B and the instal lupdate command is not
necessary, and therefore the non-lead members of each domain are not deleted. Instead, the
upgrade will proceed to patch the cluster to Version 5.1B-3 using sc_dupatch.

The upgrade process simply unpacks the re-mastered TruCluster subset into the temporary
area (and then patches the system to Version 5.1B-3 as described above). As the patch
process completes, the contents of the temporary area are copied back onto the normal
/usr/opt/TruCluster area, thereby reinstating the re-mastered TruCluster subset files
and leaving the contents effectively unchanged by the general patching process.

Following sc_dupatch, the kernel rebuild and reboot stages at the end of the patch process
are deliberately skipped. This provides the opportunity to install the new HP AlphaServer SC
Version 2.6 (UK?2) subsets — but excluding the TruCluster subset from within the HP
AlphaServer SC Version 2.6 (UK?2) product.

Once the HP AlphaServer SC kits are installed, the new SRAOSFPATCH320 and
SRATCRBASE320 subsets are in place, and it is these subsets that reintroduce the special
True4 and TruCluster hooks to support the HP AlphaServer SC product. At this point, the
kernel can be built and the single node cluster rebooted.

When the domain upgrade process is complete, the patch listsin the setld database on each
domain indicate that both Tru64 and TruCluster patches from Version 5.1B-3 are installed.

4.1.7 Approximate Timing Guideline

The amount of time an upgrade to HP AlphaServer SC Version 2.6 (UK ?2) takes is dependent
on the number of nodes in the system, the amount of memory, and the node types. In
addition, the time taken to upgrade the management server or clustered management server
needs to be factored into the calculations.
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Table 4-2 displays the amount of time typically taken by the most time-consuming stepsin

an upgrade process.

Table 4-2 Upgrade Time Estimates

Activity

Time Estimate

Management Server or Management Cluster or First Domain

Back up management server
Back up management cluster
Back up first domain

Patch management server to Version 5.1B-3
Patch management cluster to Version 5.1B-3
Patch first domain to Tru64 UNIX Version 5.1B-3

Conclude upgrade tasks on management server
Concluding upgrade tasks on management cluster
Conclude upgrade tasks on first domain

Data dependent - allow 2 hours
Data dependent - allow 2 hours
root/usr/var/boot only - approx 30 minutes

Approx 1.5 hours
Approx 2.5 hours
Approx 3 hours

Approx 1.5 hours
Approx 1.5 hours
Approx 1.5 hours

Each Subsequent Domain (Upgraded in Parallel)

Back up domain

Check domain

Upgrade and patch domain to Tru64 UNIX Version
5.1B-3

Add members back into domain
Post-Upgrade Tasks

Upgrade each PFS

Restoration in the Event of Failure

Restore management server
Restore management cluster
Restore first domain
Restore other domains

root/usr/var/boot only - approx 30 minutes
Approx 10 minutes
Approx 5 hours

Approx 5 hours

Dependent on number of user-files and
the number of SCFS components per PFS

Data dependent - allow 2 hours
Data dependent - allow 2 hours
root/usr/var/boot only - approx 30 minutes
root/usr/var/boot only - approx 30 minutes

4.2 Pre-Upgrade Audit

Whileyour system isstill in production mode, it is possible to perform an audit of the system
in order to identify any problems that might subsequently affect the upgrade process.
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The upgrade_check audit script will check that the basic requirements of the upgrade
procedure are met by the system. The audit script will not fix any problems identified, but
instead will suggest how the problem might be corrected. Refer to Appendix E.5 for alist of
audits performed.

The audit script is non-invasive and can be run while the system is still in production mode.
The audit script can be run repeatedly when the system is in production mode so that the
problemsidentified can be resolved prior to the planned downtime window.

The same audit script is run again during the upgrade procedure once the system is removed
from production. Thisis necessary in order to validate that certain invasive steps, such as
marking file systems offline, have been performed correctly before proceeding with the
upgrade.

If you run the audit script when a system is in production mode, you can expect to see
warning messages regarding file systems still being online. Therefore, each reported audit
failure should be considered on its own merits before continuing to plan the system down-
time for the actual upgrade.

At this point, you should read the current version of the HP AlphaServer SC Release Notes,
particularly any information about upgrade installations. You should also check with your
account representative so that you are aware of any HP AlphaServer SC Support Bulletins
relating to the upgrade procedure.

To run the upgrade_check script on the management server (or Node 0, if you do not have
a management server), perform the following steps:

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Mount the CD-ROM as the root user, as follows:

a.  Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasms# mount -r /dev/disk/cdromOc /cdrom

For more information about mounting a CD-ROM, see Appendix B of the HP Tru64
UNIX Installation Guide.

3. Changeto the directory in which the kits are stored, as follows:
atlasms# cd /cdrom/kits

4. Run the following command:
atlasms# ./upgrade check /tmp/upgrade check.log
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If upgrade_check finds conditions that would cause the upgrade to fail, it will report it to
standard output (stdout) with a suggestion on how to correct the problem. Refer to
Appendix E.5 for alist of tests generated from the upgrade_check command.

A detailed log of what actions upgrade_check performs to test the system is recorded in
/var/sra/adm/log/Instal 1SC/upgrade_check. log, if no logfileis specified on the
command line.

4.3 Preparing RIS for C2 Security

If your RIS server will have C2 security enabled, the RIS user file must be changed to ensure
that the ris password does not expire and deny client access.

Perform the following steps on the RIS server as superuser to modify the RIS user fileif you
are going to use RIS with C2 security enabled:

1. Editthefile /tcb/files/auth.db. Thisrequiresyou to use the edauth utility.

Use the edauth command line utility or the dxaccounts graphical user interface to
modify the RIS account. See edauth(8) or dxaccounts(8) for more information.

Each field is delimited by acolon (:)
Set the current password field u_pwd to an asterisk (*).

3. Settheu_succhg valueto any non-zero value. Thisvalueisatime_t type printed with
%Id.

4, Settheu_life andu_exp fiddsto zero.

Thefollowing is an example of amodified /tcb/files/auth/r/ris user file:
ris:u name=ris:u id#11:\
u_oldcrypt#0:\
u_pwd=*:\
u_exp#0:u life#0:\
u_succhg#79598399:\
u_suclog#79598399:\
u_lock@:chkent:
After you make these changes, the RIS password should not expire and cause a denial of

serviceto clients.

4.4 Upgrade with a Management Server

This section describes how to upgrade an HP AlphaServer SC system that has an unclustered
management server. To upgrade with a management server, perform the following steps:

1. Back Up the Management Server (see Section 4.4.1 on page 4-11)
2. Upgrade the Management Server (see Section 4.4.2 on page 4-11)
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4.4.1 Back Up the Management Server

Perform the following tasks on the management server:

1

Back up the management server root (/), Zusr, and /var file domains and filesets.
Guidance on one possible method for backing up these filesets on a management server
is described in Back Up and Restore the Management Server Root (/), /usr, and /var File
Systems (see Section 10.2.2 on page 10-4).

HP aso recommends that you back up user data before beginning the upgrade
installation. Thisincludes data held locally on the management server and data held
locally on the domains.

For further information on backup strategiesin general, refer to Chapter 9 of the Tru64 UNIX
System Administration Guide.

You are now ready to upgrade the management server, as described in Section 4.4.2.

4.4.2 Upgrade the Management Server

To upgrade the management server, perform the following tasks:

Prepare for Upgrade (see Section 4.4.2.1 on page 4-11).

Perform the Pre-Upgrade Check (see Section 4.4.2.2 on page 4-13).

Back Up the SC Database (see Section 4.4.2.3 on page 4-13).

Remove the HP AlphaServer SC Software (see Section 4.4.2.4 on page 4-14).
Install the Operating System Patch Software (see Section 4.4.2.5 on page 4-14).
Build the New Kernel and Reboot (see Section 4.4.2.6 on page 4-17).
Configure the RIS Server (see Section 4.4.2.7 on page 4-17).

Install the HP AlphaServer SC Software (see Section 4.4.2.8 on page 4-19).
Restore the SC Database (see Section 4.4.2.9 on page 4-19).

Migrate the SC Database (see Section 4.4.2.10 on page 4-20).

Register RIS Clients for the New RIS Environment (see Section 4.4.2.11 on page 4-21).
Build the New Kernel and Reboot (see Section 4.4.2.12 on page 4-21).

4.4.2.1 Prepare for Upgrade

With the system removed from production mode, the following steps should be performed:

1

Disable the SCFS and PFSfile systems as follows:
atlasms# pfsmgr offline all
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Once this has completed successfully, and the PFS file systems are offline on all nodes
(check that systems are offline on all nodes by using the command pfsmgr show),

configure out pfs.mod as follows:
atlasms# scrun -n all /sbin/sysconfig -u pfs

There is no need to build or deploy kernels or reboot any nodes at thistime.
Then, mark the SCFS filesystems offline as follows:

atlasms# scfsmgr offline all

The SCFS and PFS filesystems will now be automatically unmounted. You should use
scfsmgr show repeatedly until al filesystems are shown as unmounted.

If present, de-install the PFS subset as follows:

atlasms# setld -i |grep PFSMOD
PFSMOD300 installed Quadrics PFS File System
atlasms# setld -d PFSMOD300

If present de-install the OTABA SE subset (part of Compag Fortran kit) from the
management server as follows:

atlasms# setld -i |grep OTABASE
OTABASE219 installed Compaqg Compiled Code Support Library #219
atlasms# setld -d OTABASE219

If present, de-configure and de-install the SCIP software from the management server
and from the domains. Please refer to the HP AlphaServer SC Installing and Configuring
SCIP user manual for details on how to de-install SCIP.

Tru64 UNIX Version 5.1B-3 includes Ladebug patches that can only be applied to the
default version of Ladebug that shipped with Tru64 UNIX Version 5.1B.

If an updated Ladebug subset has been installed, remove it now, and replace it with the
default version of Ladebug (which is available on the Tru64 UNIX Version 5.1B
Operating System Volume 1 CD-ROM), as follows:

atlasms# setld -i |grep LDB

LDBBASE467 installed Ladebug Debugger Version 467

LDBDOC467 installed Ladebug Debugger Version 467 Documentation
OSFLDBBASES540 not installed Ladebug Debugger Version 467 (Software Devel-
opment)

OSFLDBDOC540 not installed Ladebug Debugger Version 467 Documentation
(Software Development)

atlasms# setld -d LDBBASE467 LDBDOC467

Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk
drive.

atlasms# mkdir /cdrom; mount -r /dev/disk/cdromOc /cdrom
atlasms# setld -1 /cdrom/ALPHA/BASE OSFLDBBASE540 OSFLDBDOC540

You are now ready to perform the Pre-Upgrade Check, as described in Section 4.4.2.2.
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4.4.2.2 Perform the Pre-Upgrade Check
Check that the system is now ready to be upgraded using the following commands:
1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM asfollows:

atlasms# mount -r /dev/disk/cdromOc /cdrom

For more information about mounting a CD-ROM, see Appendix B of the HP Tru64
UNIX Installation Guide.

3. Changeto the directory in which the kits are stored, as follows:
atlasms# c¢d /cdrom/kits

4. Run the following command:
atlasms# ./upgrade check /tmp/upgrade check.log

If upgrade_check finds conditions that would cause the upgrade to fail, it will report it to
standard output (stdout) with a suggestion on how to correct the problem. Refer to
Appendix E.5 for alist of tests generated from the upgrade_check command.

Do not proceed with the upgrade procedure until all tests within this audit are
successful. Make whatever corrections are necessary to resolve any issues identified.

A detailed log of what actions upgrade_check performs to test the system isrecorded in
/var/sra/adm/log/ Instal 1SC/upgrade_check. log, if nologfileis specified on the
command line.

Once all tests are successful, you are ready to Back Up the SC Database, as described in
Section 4.4.2.3.

4.4.2.3 Back Up the SC Database

In HP AlphaServer SC Version 2.6 (UK2), the msql daemon underlying the SC database has
been updated. In order to preserve the existing data, it is necessary to backup the current SC
database to afile and restore from thisfile later in the upgrade process.

To back up the SC database on the management server, perform the following steps:
1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom
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b. Mount the CD-ROM asfollows:

atlasms# mount -r /dev/disk/cdromOc /cdrom
3. Changeto the directory in which the kits are stored, as follows:
atlasms# c¢d /cdrom/kits
4. Run the following command:
atlasms# ./sc_pre upgrade

You are now ready to remove the HP AlphaServer SC software, as described in Section
4424,

4.4.2.4 Remove the HP AlphaServer SC Software

Before upgrading the operating system on the management server, you must first de-install
the HP AlphaServer SC software as follows:

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.

2. Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM 1 asfollows:

atlasms# mount -r /dev/disk/cdromOc /cdrom
3. Changeto the directory in which the kits are stored, as follows:
atlasms# c¢d /cdrom/kits
4. De-install the previous version of the HP AlphaServer SC System Software:
atlasms# ./InstallSC -remove -ms

You can now proceed to install the Tru64 UNIX patch software, as described in Section
4.4.25.

4.4.2.5 Install the Operating System Patch Software

4-14

Install the operating system patch software as follows:

1. Unpack the Tru64 UNIX Version 5.1B-3 patch kit tar file in the /patches directory.
The operating system patch software kit (T64V51BB26AS0005-20050502 . tar) is

available from the following location:
<http://www.itrc.hp.com/>

or from your local HP support representative.
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Note:

For HP AlphaServer SC Version 2.6 (UK2), you should load Tru64 UNIX Version
5.1B-3 only. Do NOT run the standard dupatch script to patch the management
server at thistime. In HP AlphaServer SC Version 2.6 (UK2), use the alternative
patching script, called sc_dupatch, that is available on the HP AlphaServer SC
System Software CD-ROM.

Shut down the system to single-user mode as follows:

atlasms# shutdown now

Mount the local file systems:

atlasms# /sbin/bcheckrc

Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasms# mount -r /dev/disk/cdromOc /cdrom
Change to the directory in which the kits are stored, as follows:
atlasms# cd /cdrom/kits

Perform the patch precheck phase to seeif there are any potential problems with the
patch kit on your management server. The check can take 20-30 minutes, depending on
the patches already installed on the management server. Run the supplied HP
AlphaServer SC patch script to check the patches for the management server as follows:

atlasms# ./sc_dupatch -ms upgrade -kit path \
-product Tru64 UNIX V5.1B -precheck only

where:
-ms_upgrade indicates that you are patching the management server
-kit path specifiesthe directory where you unpacked the patch kit
-product Tru64_UNIX_V5. 1B specifiesthe product to which the patch applies

-precheck_only indicates that you only want to do the precheck phase of the
patch process at thistime.
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Note:

When upgrading from HP AlphaServer SC Version 2.6 (UK1) to HP AlphaServer
SC Version 2.6 (UK ?2), the following patches may fail the prerequisite/file
applicability check:

» Patch 26035.00 - SPO5 OSFHWBIN540
* Patch 26010.00 - SPO5 OSFBIN540 (SSRT4891 SSRT4743 SSRT4696 ...)

* Patch 26001.00 - SPO5 TCRBASE540 (SSRT2265)

Thisisnormal behavior and will not prevent the upgrade from continuing. However,
if any unexpected problems are encountered installing patches, do not continue the
installation process. Stop the patch install, resolve the problem, and

try the patch install process again.

During patch installations, warning messages may be displayed about files that have
unknown origins, if you have previously installed manual patches. To resolve this
problem, add anew -deps_only flag to the install command as shown in the next
step. Thisflag will notify theinstall command to ignore any problems with files that
have unknown origins.

8. Runthe HP AlphaServer SC patch script in full install mode as follows, (approx 90
minutes duration):

atlasms# ./sc_dupatch -ms_upgrade -kit path \
-product Tru64 UNIX V5.1B -deps _only -proceed

using the same path asthat used in step 6 above.
where:
-ms_upgrade indicates that you are patching the management server
-kit path specifiesthe directory where you unpacked the patch kit
-product Tru64_UNIX_V5.1B specifiesthe product to which the patch applies

-deps_only specifies that patch dependency checks should be performed and that
inventory checks should be skipped. This check is useful in a system where files
have been replaced by hand (for example, where new binary is copied into a
directory in place of the binary recorded in the setld inventory files).

-proceed specifies that the installation should proceed with the patches that pass
the dependency checks.

9. When the HP AlphaServer SC patch script isfinished, the management server kernel will
NOT be rebuilt and the system will NOT be rebooted.
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You are now ready to build the new kernel and reboot, as described in Section 4.4.2.6.

4.4.2.6 Build the New Kernel and Reboot

To build the kernel on a management server, perform the following steps:

1

5.

Save acopy of the existing /vmunix file. If possible, save thefile in the root (/)
directory, asfollows:
atlasms# cp /vmunix /vmunix.save

If there are disk space constraints, you can save the kernel filein afile system other than

root. For example:
atlasms# cp /vmunix /usr/vmunix.save

Run the Zusr/sbin/doconfig program specifying the name of the target
configuration file with the -c option. For example, on a system named atlasms, enter
the following command:

atlasms# /usr/sbin/doconfig -c ATLASMS

*** KERNEL CONFIGURATION AND BUILD PROCEDURE ***

Saving /sys/conf/ATLASMS as /sys/conf/ATLASMS.bck

You are prompted to indicate whether or not you want to edit the configuration file:
Do you want to edit the configuration file? (y/n) [n]:

Accept the default to indicate that you do not want to edit the configuration file; the
/usr/sbin/doconfig program builds a new kernel.

When the kernel configuration and build are completed without errors, copy the new
vmunix fileto Zvmunix. On a system named atlasms, enter the following command:
atlasms# cp /sys/ATLASMS/vmunix /vmunix

Reboot the system as follows:

atlasms# /usr/sbin/shutdown -r now

You are now ready to configure the RIS server, as described in Section 4.4.2.7.

4.4.2.7 Configure the RIS Server

Note:

When you are upgrading from HP AlphaServer SC Version 2.6 (UK1) to HP
AlphaServer SC Version 2.6 (UK2), you are not required to perform an operating
system upgrade from a RIS server.

However, for the upgrade to work properly, the management server is expected to
have a properly-configured RIS server.

If you have previously configured RIS server (for example, during a previous
upgrade or during the installation), please ensure that it is working properly.

Otherwise, configure the RIS server as described in this section.
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If you have deliberately disabled a previous RIS configuration, for example, for
security reasons, it will need to be re-enabled now. To ensure that the RIS joind
daemon is started correctly, it is suggested that you enable RIS again, and then reboot
your management server so that dhcp/joind starts automatically. If you elect to
start dhcp/joind manually, there are occasions where it may exit unexpectedly
during the upgrade process and cause the upgrade to fail.

Load the Tru64 UNIX V5.1B operating system into the RIS environment as follows:

1.

10.

Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk
drive.

Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM asfollows:

atlasms# mount -r /dev/disk/cdromOc /cdrom

Run the ris command as the root user, asfollows:
atlasms# ris

Choosethe Install software products option by entering i at the prompt:
Enter your choice: i

The RIS Installation menu displays the installation options. Choose option 1, the
Install software into a new area option.

Enter the full pathname for the distribution media, as follows:

Enter the device special file name or the path of the directory

where the software is located
(for example, /mnt/ALPHA/BASE): /cdrom/ALPHA/BASE

Choose the standard boot method.

Choose to extract the software from the Tru64 UNIX Version 5.1B Operating System
Volume 1 CD-ROM.

Choose to install al mandatory and all optional subsets. You will need to go through a
number of pages of options before selecting this option.

Enter y to confirm that the subset list is correct. The subset extraction process begins.
Note:

For information on RIS security recommendations, see Section 10.2.4, page 10-10.
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You are now ready to install the HP AlphaServer SC software, as described in Section
4.4.2.8.

4.4.2.8 Install the HP AlphaServer SC Software

Once the operating system on the management server has been upgraded, install the HP
AlphaServer SC software as follows:

1
2.

Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasms# mount -r /dev/disk/cdromOc /cdrom
Change to the directory in which the kits are stored, as follows:
atlasms# cd /cdrom/kits
Install the HP AlphaServer SC System Software as follows:
atlasms# ./InstallSC -install -ms

If PFS was previoudly installed, then install the new PFS subset on the management
server asfollows:

atlasms# cd PFS
atlasms# setld -1 . PFSMOD320

You are now ready to restore the SC database, as described in Section 4.4.2.9.

4.4.2.9 Restore the SC Database

In HP AlphaServer SC Version 2.6 (UK2), the msql daemon underlying the SC database has
been updated. Earlier in Section 4.4.2.3 the original SC database was backed up to afile. Itis
now necessary to restore the SC database from thisfile. To restore the SC database on the
management server, perform the following steps:

1
2.

Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
Mount the CD-ROM as the root user, as follows:

a.  Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasms# mount -r /dev/disk/cdromOc /cdrom
Change to the directory in which the kits are stored, as follows:

atlasms# c¢d /cdrom/kits
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4. Run the following command:
atlasms# ./sc_post upgrade

Note:

The sc_post_upgrade command will simply restore the origina database. You
may see the following warning:

rmstbladm: Warning: table sc_procurve is not present in backup
file

The migration of the SC database as described in Section 4.4.2.10 will introduce this
new table and other new database settings required by the HP AlphaServer SC
software rel ease.

Thesc_post_upgrade command will display the following error messages, which
can beignored:

Setting RMS attributes. ..

rcontrol: Error: attribute where name=’cleanup-timeout”
already exists in database

rcontrol: Error: attribute where name="ignore-cleanup-failure’
already exists in database

You are now ready to migrate the SC Database, as described in Section 4.4.2.10.

Migrate the SC Database

New versions of the HP AlphaServer SC software may include new tables, or new fields
within existing tables in the SC Database. It is necessary to upgrade your database to include
these new tables and fields and to populate them with appropriate data.

To migrate the database, run the following command:

atlasms# sc_upgrade db

When prompted, you should supply a base address for the Preferred Server Cluster Aliases.
Refer to chapter 19 of the HP AlphaServer SC System Administration Guide for further
information.

You are now ready to register RIS clients for the New RIS Environment, as described in
Section 4.4.2.11.
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4.4.2.11 Register RIS Clients for the New RIS Environment
Note:

When you are upgrading from HP AlphaServer SC Version 2.6 (UK1) to HP
AlphaServer SC Version 2.6 (UK2), you are not required to perform an operating
system upgrade from a RIS server.

However, for the upgrade to work properly, all domain members should be registered
as clients of Tru64 UNIX Version 5.1B.

If you have not previously registered them with the RIS server (during a previous
upgrade or installation), please follow the instructions in this section to do this.

Register all domain members as clients of Tru64 UNIX Version 5.1B, asfollows:
atlasms# sra edit

sra> sys

sys> update ris all

Note:

In response to the sra command above and in response to subsequent sra
commands, you may receive ongoing warnings to upgrade the SC Database. These
warnings should be ignored, and once all domains have been upgraded, the
procedure as described in Section 4.9.2 will be used to upgrade the database revision.

You are now ready to build the new kernel and reboot, as described in Section 4.4.2.12.

4.4.2.12 Build the New Kernel and Reboot

You now need to once again build the kernel and reboot. Follow the steps as described in
Build the New Kernel and Reboot (see Section 4.4.2.6 on page 4-17).

You are now ready to upgrade the domains, as described in Section 4.7.

4.5 Upgrade with a Clustered Management Server

This section describes how to upgrade a HP AlphaServer SC system that has a clustered
management server. To upgrade with a clustered management server, take the following

steps:
1. Back Up the Clustered Management Server (see Section 4.5.1 on page 4-22)
2. Upgrade the Clustered Management Server (see Section 4.5.2 on page 4-22)
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4.5.1 Back Up the Clustered Management Server

Perform the following tasks on the clustered management server:

1. Back up the clustered management server root (/), Zusr, and /var file domains and

filesets. Guidance on one possible method for backing up these filesets on a management
server is described in Back Up and Restore the Management Server Root (/), /ust, and /
var File Systems (see Section 10.2.2 on page 10-4). You should also backup up the
member-specific boot partitions on the clustered management server.

HP aso recommends that you back up user data before beginning the upgrade
installation. Thisincludes data held locally on the clustered management server and data
held locally on the domains.

For further information on backup strategiesin general, refer to Chapter 9 of the Tru64
UNIX System Administration Guide.

You are now ready to upgrade the clustered management server, as described in Section
45.2.

4.5.2 Upgrade the Clustered Management Server

To upgrade the clustered management server, perform the following tasks:

Prepare for Upgrade (see Section 4.5.2.1 on page 4-22)

Perform the Pre-Upgrade Check (see Section 4.5.2.2 on page 4-24)

Back Up the SC Database (see Section 4.5.2.3 on page 4-24)

Remove the HP AlphaServer SC Software (see Section 4.5.2.4 on page 4-25)
Install the Operating System Patch Software (see Section 4.5.2.5 on page 4-25)
Configure the RIS Server (see Section 4.5.2.6 on page 4-28)

Install the HP AlphaServer SC Software (see Section 4.5.2.7 on page 4-29)
Restore the SC Database (see Section 4.5.2.8 on page 4-29)

Migrate the SC Database (see Section 4.5.2.9 on page 4-30)

Register RIS Clients for the New RIS Environment (see Section 4.5.2.10 on page 4-31)
Build the New Kernel and Reboot (see Section 4.5.2.11 on page 4-31)

4.5.2.1 Prepare for Upgrade

With the system removed from production mode, the following steps should be performed:
1. Disablethe SCFS and PFSfile systems asfollows:

atlasmsO# pfsmgr offline all
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Once this has completed successfully, and the PFS file systems are offline on all nodes
(check that systems are offline on all nodes by using the command pfsmgr show),

configure out pfs.mod asfollows:
atlasmsO# scrun -n all /sbin/sysconfig -u pfs

There is no need to build or deploy kernels or reboot any nodes at thistime.
Then, mark the SCFS filesystems offline as follows:

atlasmsO# scfsmgr offline all

The SCFS and PFS filesystems will now be automatically unmounted. You should use
scfsmgr repeatedly until al filesystems are shown as unmounted.

If present, de-install the PFS subset as follows:

atlasmsO# setld -i |grep PFSMOD
PFSMOD300 installed Quadrics PFS File System
atlasmsO# setld -d PFSMOD300

If present de-install the OTABA SE subset (part of Compag Fortran kit) from the
management server as follows:

atlasmsO# setld -i |grep OTABASE
OTABASE219 installed Compaqg Compiled Code Support Library #219
atlasmsO# setld -d OTABASE219

If present, de-configure and de-install the SCIP software from the management server
and from the domains. Please refer to the HP AlphaServer SC Installing and Configuring
SCIP user manual for details on how to de-install SCIP.

True4 UNIX Version 5.1B-3 includes L adebug patches that can only be applied to the
default version of Ladebug that shipped with Tru64 UNIX Version 5.1B.

If an updated Ladebug subset has been installed, remove it now, and replace it with the
default version of Ladebug (which is available on the Tru64 UNIX Version 5.1B
Operating System Volume 1 CD-ROM), as follows:

atlasmsO# setld -i |grep LDB

LDBBASE467 installed Ladebug Debugger Version 467

LDBDOC467 installed Ladebug Debugger Version 467 Documentation
OSFLDBBASES40 not installed Ladebug Debugger Version 467 (Software Devel-
opment)

OSFLDBDOC540 not installed Ladebug Debugger Version 467 Documentation
(Software Development)

atlasmsO# setld -d LDBBASE467 LDBDOC467

Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk
drive.

atlasmsO# mkdir /cdrom; mount -r /dev/disk/cdromOc /cdrom
atlasmsO# setld -1 /cdrom/ALPHA/BASE OSFLDBBASE540 OSFLDBDOC540

You are now ready to perform the Pre-Upgrade Check, as described in Section 4.5.2.2.
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4.5.2.2 Perform the Pre-Upgrade Check
Check that the system is now ready to be upgraded using the following commands:
1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasmsO# mkdir /cdrom

b. Mount the CD-ROM asfollows:

atlasmsO# mount -r /dev/disk/cdromOc /cdrom
3. Changeto the directory in which the kits are stored, as follows:
atlasmsO# c¢d /cdrom/kits
4. Run the following command:

atlasmsO# ./upgrade check /tmp/upgrade check.log

If upgrade_check finds conditions that would cause the upgrade to fail, it will report it to

standard output (stdout) with a suggestion on how to correct the problem. Refer to
Appendix E.5 for alist of tests generated from the upgrade_check command.

Do not proceed with the upgrade procedure until all tests within this audit are

successful. Make whatever corrections are necessary to resolve any issues identified.

A detailed log of what actions upgrade_check performs to test the system is recorded in
/var/sra/adm/log/ Instal 1SC/upgrade_check. log, if nologfileis specified on the

command line.

Once all tests are successful, you are ready to Back Up the SC Database, as described in

Section 4.5.2.3.
4.5.2.3 Back Up the SC Database

In HP AlphaServer SC Version 2.6 (UK2), the msqgl daemon underlying the SC database has
been updated. In order to preserve the existing data, it is necessary to backup the current SC

database to afile and restore from thisfile later in the upgrade process.

To back up the SC database on the management server, perform the following steps:
1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.

2. Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasmsO# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasmsO# mount -r /dev/disk/cdromOc /cdrom
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3. Changeto the directory in which the kits are stored, as follows:
atlasmsO# cd /cdrom/kits
4. Run the following command:

atlasmsO# ./sc_pre upgrade

You are now ready to remove the HP AlphaServer SC software, as described in Section
45.2.4.

4.5.2.4 Remove the HP AlphaServer SC Software

Before upgrading the operating system on the management server, you must first de-install
the HP AlphaServer SC software as follows:

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.

2. Mount the CD-ROM as the root user, as follows:

a.  Create amount point for the CD-ROM, by running the following command:
atlasmsO# mkdir /cdrom

b. Mount the CD-ROM 1 asfollows;

atlasmsO# mount -r /dev/disk/cdromOc /cdrom
3. Changeto the directory in which the kits are stored, as follows:
atlasmsO# cd /cdrom/kits
4. Deingtall the previous version of the HP AlphaServer SC System Software:
atlasmsO# ./InstallSC -remove -ms

After the previous version of the HP AlphaServer SC System software is removed, the
CAA applications for MSQL, RMS, and SRA will remain registered. Thiswill cause
CAA warnings to be displayed on the console. These warnings can be ignored and the
CAA serviceswill be restored to normal once the new HP AlphaServer SC system
software isinstalled.

You are now ready to install the Tru64 UNIX patch software, as described in Section 4.5.2.5.

4.5.2.5 Install the Operating System Patch Software
Note:

The following instructions apply for installing Tru64 UNIX patches in a no-roll
mode. Using the no-roll patch method requires a reboot of the entire management
server cluster. If you require the management server cluster to always be up and
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available, then you can use the rolling-patch method to install Tru64 UNIX patches.
Refer to the patch documentation provided with the patch kit for more information
on performing rolling patches.

Install the operating system patch software as follows:

1

Unpack the Tru64 UNIX Version 5.1B-3 patch kit tar file in the /patches directory.
The operating system patch software kit (T64V51BB26AS0005-20050502 . tar) is
available from the following location:

<http://www.itrc.hp.com/>

or from your local HP support representative.
Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasmsO# mkdir /cdrom

b. Mount the CD-ROM, asfollows:

atlasmsO# mount -r /dev/disk/cdromOc /cdrom
Change to the directory in which the kits are stored, as follows:
atlasmsO# cd /cdrom/kits

Perform the patch precheck phase to seeif there are any potential problems with the
patch kit on your management server. The check can take 20-30 minutes, depending on
the patches already installed on the management server. Run the supplied HP
AlphaServer SC patch script to check the patches for the management server, as follows:

atlasmsO# ./sc_dupatch -ms upgrade -kit path -product all -precheck only
where:

-ms_upgrade indicates that you are patching the management server

-kit path specifiesthe directory where you unpacked the patch kit

-product all specifiesthat both Tru64_UNIX_V5.1B and TruCluster_V5.1B
product patches will be applied

-precheck_only indicates that you only want to do the precheck phase of the patch
process at thistime.

Note:

When upgrading from HP AlphaServer SC Version 2.6 (UK 1) to HP AlphaServer
SC Version 2.6 (UK2), the following patches may fail the prerequisite/file
applicability check:
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* Patch 26035.00 - SPO5 OSFHWBIN540
*  Patch 26010.00 - SPO5 OSFBIN540 (SSRT4891 SSRT4743 SSRT4696 ...)

*  Patch 26001.00 - SPO5 TCRBASE540 (SSRT2265)

Thisisnormal behavior and will not prevent the upgrade from continuing. However,
if any unexpected problems are encountered when installing patches, do not continue
theinstallation process. Stop the patch installation, resolve the problem, and try the
patch install process again.

During patch installations, warning messages may be displayed about files that have
unknown origins, if you have previously installed manual patches. To resolve this
problem, add anew -deps_only flag to the install command as shown in the next
step. Thisflag will notify theinstall command to ignore any problems with files that
have unknown origins.

6. Runthe HP AlphaServer SC patch script in full install mode as follows (approximately
90 minutes duration):

atlasmsO# ./sc_dupatch -ms upgrade -kit path \
-product all -deps only -proceed

using the same path as that used in step 6 above,

where:

-ms_upgrade indicates that you are patching the management server
-kit path specifies the directory where you unpacked the patch kit

-product all specifiesthat both Tru64 UNIX v5.1Band TruCluster V5.1B
product patches will be applied

-deps_only specifiesthat patch dependency checks should be performed and that
inventory checks should be skipped. This check is useful in a system where files have
been replaced by hand (for example, where new binary is copied into adirectory in place
of the binary recorded in the setld inventory files).

-proceed specifies that the installation should proceed with the patches that pass the
dependency checks.

7. When the HP AlphaServer SC patch script isfinished, the clustered management server
kernelswill NOT be rebuilt and the system will NOT be rebooted.

You are now ready to configure the RIS server, as described in Section 4.5.2.6.
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4.5.2.6 Configure the RIS Server
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Note:

When you are upgrading from HP AlphaServer SC Version 2.6 (UK1) to HP
AlphaServer SC Version 2.6 (UK2), you are not required to perform an operating
system upgrade from a RIS server.

However, for the upgrade to work properly, the management server is expected to
have a properly-configured RIS server.

If you have previously configured the RIS server (for example, during a previous
upgrade or during the installation), please ensure that it is working properly.

Otherwise, configure the RIS server as described in this section.

The upgrade of the Tru64 UNIX operating system on each domain will be performed using a
Remote Installation Services (RIS) server. Load the Tru64 UNIX V5.1B operating system
into the RIS environment as follows:

1.

Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk
drive.

Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasmsO# mkdir /cdrom

b. Mount the CD-ROM asfollows:

atlasmsO# mount -r /dev/disk/cdromOc /cdrom

Run the ris command as the root user, asfollows:
atlasmsO# ris

Choosethe Install software products option by entering i at the prompt:
Enter your choice: i

The RIS Installation menu displays the installation options. Choose option 1, the
Install software into a new area option.

Enter the full pathname for the distribution media, as follows:

Enter the device special file name or the path of the directory

where the software is located
(for example, /mnt/ALPHA/BASE): /cdrom/ALPHA/BASE

Choose the standard boot method.

Choose to extract the software from the Tru64 UNIX Version 5.1B Operating System
Volume 1 CD-ROM.

Choose to install al mandatory and all optional subsets. You will need to go through a
number of pages of options before selecting this option.
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10. Enter y to confirm that the subset list is correct. The subset extraction process begins.
Note:

For information on RIS security recommendations, see Section 10.2.4, page 10-10.

You are now ready to install the HP AlphaServer SC software, as described in Section
4527.

4.5.2.7 Install the HP AlphaServer SC Software

Once the operating system on the management server has been upgraded, install the HP
AlphaServer SC software as follows:

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasmsO# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasmsO# mount -r /dev/disk/cdromOc /cdrom
3. Changeto the directory in which the kits are stored, as follows:
atlasmsO# cd /cdrom/kits
4. |nstall the HP AlphaServer SC System Software:
atlasmsO# ./InstallSC -install -ms

5. If PFSwas previoudy installed, then install the new PFS subset on the management
server asfollows:

atlasmsO# cd PFS
atlasmsO# setld -1 . PFSMOD320

You are now ready to restore the SC database, as described in Section 4.5.2.8.
4.5.2.8 Restore the SC Database

In HP AlphaServer SC Version 2.6 (UK2), the msql daemon underlying the SC database has
been updated. Earlier in Section 4.5.2.3 the original SC database was backed up to afile. Itis
now necessary to restore the SC database from thisfile. To restore the SC database on the
management server, perform the following steps:

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Mount the CD-ROM as the root user, as follows:
a. Create amount point for the CD-ROM, by running the following command:
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atlasmsO# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasmsO# mount -r /dev/disk/cdromOc /cdrom
3. Changeto the directory in which the kits are stored, as follows:
atlasmsO# cd /cdrom/kits
4. Run the following command:

atlasmsO# caa relocate SC05msqgl -c atlasmsO
atlasmsO# ./sc_post upgrade

Note:

The sc_post_upgrade command will simply restore the original database. You
may see the following warning message:

rmstbladm: Warning: table sc_procurve is not present in backup
file

The migration of the SC database as described in Section 4.5.2.9 will introduce this
new table and other new database settings required by the HP AlphaServer SC
software release.

Thesc_post_upgrade command will display the following error messages, which
can beignored:

Setting RMS attributes...

rcontrol: Error: attribute where name=’cleanup-timeout’
already exists in database

rcontrol: Error: attribute where name="ignore-cleanup-failure’
already exists in database

You are now ready to migrate the SC Database, as described in Section 4.5.2.9.
4.5.2.9 Migrate the SC Database

New versions of the HP AlphaServer SC software may include new tables, or new fields
within existing tables in the SC Database. It is necessary to upgrade your database to include
these new tables and fields and to populate them with appropriate data.

To migrate the database, run the following command:

atlasmsO# sc_upgrade db

When prompted, you should supply a base address for the Preferred Server Cluster Aliases.
Refer to Chapter 19 of the HP AlphaServer SC System Administration Guide for further
information.
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You are now ready to register RIS clients for the New RIS Environment, as described in
Section 4.5.2.10.

4.5.2.10 Register RIS Clients for the New RIS Environment
Note:

When you are upgrading from HP AlphaServer SC Version 2.6 (UK1) to HP
AlphaServer SC Version 2.6 (UK?2), you are not required to perform an operating
system upgrade from a RIS server.

However, for the upgrade to work properly, all domain members should be registered
as clients of Tru64 UNIX Version 5.1B.

If you have not previously registered them with the RIS server (during a previous
upgrade or installation), please follow the instructions in this section to do this.

Register all domain members as clients of Tru64 UNIX V5.1B, asfollows:

atlasmsO# sra edit
sra> sys
sys> update ris all

Note:

In response to the sra command above and in response to subsequent sra
commands, you may receive ongoing warnings to upgrade the SC Database. These
warnings should be ignored, and once al domains have been upgraded, the
procedure as described in Section 4.9.2 will be used to upgrade the database revision.

You are now ready to build the new kernel and reboot, as described in Section 4.5.2.11.

4.5.2.11 Build the New Kernel and Reboot

Build the kernel on a clustered management server, as follows:

atlasmsO# BuildKernels
atlasmsO# DeployKernels

Once the kernels are built and deployed, the system should be shut down as follows:

atlasmsO# shutdown -ch now

Once the nodes are shut down, boot them again from the consoles.

You are now ready to upgrade the domains, as described in Section 4.7.
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4.6 Upgrade without a Management Server

This section describes how to upgrade an HP AlphaServer SC system that does not have a
management server. The upgrade of the first domain requires the execution of a number of
manual commands, that is, the user isresponsible for driving the process. Once the first
domain is upgraded, the automatic upgrade facility (sra upgrade) can be used to upgrade
the other domains.

The steps to upgrade a system without a management server are as follows:
1. Back Up the First Domain (see Section 4.6.1 on page 4-32)
2. Upgrade the First Domain (see Section 4.6.2 on page 4-32)

4.6.1 Back Up the First Domain

Perform the following tasks on the first node of the first domain:

1. Back up the member-specific boot partitions and the cluster root (/), Zusr, and /var file

domains and filesets of the first domain as follows:
atlasO# /usr/sra/bin/sra cluster backup -force -disk dsk5 backup

where dsk5 corresponds to the disk selected as the backup disk for domain O.

HP also recommends that you back up user data before beginning the upgrade
installation. Thisincludes data held locally on the management server and data held
locally on the domains.

For further information on backup strategiesin general, refer to Chapter 9 of the Tru64 UNIX
System Administration Guide.

You are now ready to upgrade the first domain, as described in Section 4.6.2.

4.6.2 Upgrade the First Domain

4-32

To upgrade the first domain, perform the following tasks:

Prepare for Upgrade (see Section 4.6.2.1 on page 4-33).

Perform the Pre-Upgrade Check (see Section 4.6.2.2 on page 4-34).

Back Up the SC Database (see Section 4.6.2.3 on page 4-34).

Install the Upgrade Subset on the First Domain (see Section 4.6.2.4 on page 4-35).
Disable Cookies (see Section 4.6.2.5 on page 4-35).

Configure the RIS Server (see Section 4.6.2.6 on page 4-36).

Upgrade the First Domain (see Section 4.6.2.8 on page 4-38).
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4.6.2.1 Prepare for Upgrade
With the system removed from production mode, the following steps should be performed:

1. Disablethe SCFS and PFSfile systems as follows:
atlasO# pfsmgr offline all

Once this has completed successfully, and the PFS file systems are offline on all nodes
(check that systems are offline on all nodes by using the command pfsmgr show),

configure out pfs.mod asfollows:
atlasO# scrun -n all /sbin/sysconfig -u pfs

There is no need to build or deploy kernels or reboot any nodes at thistime.

Then, mark the SCFS filesystems offline as follows:
atlasO# scfsmgr offline all

The SCFS and PFS filesystems will now be automatically unmounted. You should use
scfsmgr repeatedly until al filesystems are shown as unmounted.

2. If present de-install the OTABASE subset (part of the HP Fortran Run-Time Library) as
follows:

atlasO# setld -i |grep OTABASE
OTABASE219 installed Compaq Compiled Code Support Library #219
atlasO# setld -d OTABASE219

3. If present, de-configure and de-install the SCIP software. Please refer to the HP
AlphaServer SC Installing and Configuring SCIP user manual for details on how to de-
install SCIP.

4. True4 UNIX Version 5.1B-3 includes Ladebug patches that can only be applied to the
default version of Ladebug that shipped with Tru64 UNIX Version 5.1B.

If an updated Ladebug subset has been installed, remove it now, and replace it with the
default version of Ladebug (which is available on the Tru64 UNIX Version 5.1B
Operating System Volume 1 CD-ROM), asfollows:

atlasO# setld -i |grep LDB

LDBBASE467 installed Ladebug Debugger Version 467

LDBDOC467 installed Ladebug Debugger Version 467 Documentation
OSFLDBBASES40 not installed Ladebug Debugger Version 467 (Software Devel-
opment)

OSFLDBDOC540 not installed Ladebug Debugger Version 467 Documentation
(Software Development)

atlasO# setld -d LDBBASE467 LDBDOC467

Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk
drive.

atlasO# mkdir /cdrom; mount -r /dev/disk/cdromOc /cdrom
atlasO# setld -1 /cdrom/ALPHA/BASE OSFLDBBASE540 OSFLDBDOC540

You are now ready to perform the Pre-Upgrade Check, as described in Section 4.6.2.2.

Upgrade Installation Procedure 4-33



Upgrade without a Management Server

4.6.2.2 Perform the Pre-Upgrade Check
Check that the system is now ready to be upgraded using the following commands:
1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasO# mkdir /cdrom

b. Mount the CD-ROM asfollows:

atlasO# mount -r /dev/disk/cdromOc /cdrom
3. Changeto the directory in which the kits are stored, as follows:
atlasO# c¢d /cdrom/kits
4. Run the following command:

atlasO# ./upgrade check /tmp/upgrade check.log

If upgrade_check finds conditions that would cause the upgrade to fail, it will report it to

standard output (stdout) with a suggestion on how to correct the problem. Refer to
Appendix E.5 for alist of tests generated from the upgrade_check command.

Do not proceed with the upgrade procedure until all tests within this audit are

successful. Make whatever corrections are necessary to resolve any issues identified.

A detailed log of what actions upgrade_check performs to test the system is recorded in
/var/sra/adm/log/ Instal 1SC/upgrade_check. log, if nologfileis specified on the

command line.

Once all tests are successful, you are ready to back up the SC Database, as described in

Section 4.6.2.3.
4.6.2.3 Back Up the SC Database

In HP AlphaServer SC Version 2.6 (UK2), the msqgl daemon underlying the SC database has
been updated. In order to preserve the existing data, it is necessary to backup the current SC

database to afile and restore from thisfile later in the upgrade process.

To back up the SC database, perform the following steps:

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasO# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasO# mount -r /dev/disk/cdromOc /cdrom
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3. Changeto the directory in which the kits are stored, as follows:
atlasO# cd /cdrom/kits
4. Run the following command:
atlasO# ./sc_pre upgrade
You are now ready to install the upgrade subset on the first domain, as described in Section
4.6.2.4.

4.6.2.4 Install the Upgrade Subset on the First Domain
To ingtall the HP AlphaServer SC Upgrade subset on the first domain, perform the following
steps:
1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Mount the CD-ROM as the root user, as follows:

a.  Create amount point for the CD-ROM, by running the following command:
atlasO# mkdir /cdrom

b. Mount the CD-ROM asfollows:

atlasO# mount -r /dev/disk/cdromOc /cdrom
3. Changeto the directory in which the kits are stored, as follows:
atlasO# cd /cdrom/kits
4. Delete the existing HP AlphaServer SC Upgrade subset as follows:

atlasO# setld -i |grep SRAUPG
SRAUPG300 installed AlphaServer SC Upgrade Utilities
atlasO# setld -d SRAUPG300

5. Install the new HP AlphaServer SC Upgrade subset, as follows:

atlasO# cd SRA
atlasO# setld -1 . SRAUPG320

You are now ready to disable cookies, as described in Section 4.6.2.5.

4.6.2.5 Disable Cookies

Before upgrading the first domain, you should disable the msql cookie mechanism by
running the following command on rmshost:
atlasO# sra cookie -enable no

To check if cookies are disabled, run the following command:
atlasO# sra cookie

You are now ready to configure the RIS server, as described in Section 4.6.2.6.
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4.6.2.6 Configure the RIS Server
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Note:

When you are upgrading from HP AlphaServer SC Version 2.6 (UK1) to HP
AlphaServer SC Version 2.6 (UK2), you are not required to perform an operating
system upgrade from a RIS server.

However, for the upgrade to work properly, the first domain is expected to have a
properly-configured RIS server.

If you have previously configured RIS server (for example, during a previous
upgrade or during the installation), please ensure that it is working properly.

Otherwise, configure the RIS server as described in this section.

The upgrade of the Tru64 UNIX operating system on each domain will be performed using a
Remote Installation Services (RIS) server. Load the Tru64 UNIX V5.1B operating system
into the RIS environment as follows:

1.

Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk
drive.

Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM asfollows:

atlasms# mount -r /dev/disk/cdromOc /cdrom

Run the ris command as the root user, asfollows:
atlasms# ris

Choosethe Install software products option by entering i at the prompt:
Enter your choice: i

The RIS Installation menu displays the installation options. Choose option 1, the
Install software into a new area option.

Enter the full pathname for the distribution media, as follows:

Enter the device special file name or the path of the directory

where the software is located
(for example, /mnt/ALPHA/BASE): /cdrom/ALPHA/BASE

Choose the standard boot method.

Choose to extract the software from the Tru64 UNIX Version 5.1B Operating System
Volume 1 CD-ROM.

Choose to install al mandatory and all optional subsets. You will need to go through a
number of pages of options before selecting this option.
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10. Enter y to confirm that the subset list is correct. The subset extraction process begins.
Note:

For information on RIS security recommendations, see Section 10.2.4, page 10-10.

You are now ready to register RIS clients for the new RIS environment, as described in
Section 4.6.2.7.

4.6.2.7 Register RIS Clients for the New RIS Environment
Note:

When you are upgrading from HP AlphaServer SC Version 2.6 (UK1) to HP
AlphaServer SC Version 2.6 (UK2), you are not required to perform an operating
system upgrade from a RIS server.

However, for the upgrade to work properly, all domain members should be registered
asclients of Tru64 UNIX Version 5.1B.

If you have not previously registered them with the RIS server (during a previous
upgrade or installation), please follow the instructionsin this section to do this.

Register all domain members as clients of Tru64 UNIX V5.1B, asfollows:

atlasO# sra edit
sra> sys
sys> update ris all

Note:

In response to the sra command above and in response to subsequent sra
commands, you may receive ongoing warnings to upgrade the SC Database. These
warnings should be ignored, and once al domains have been upgraded, the
procedure as described in Section 4.7.2 will be used to upgrade the database revision.

Note:

For information on RIS security recommendations, see Section 10.2.4, page 10-10.

You are now ready to upgrade the remaining domains, as described in Section 4.7.

Upgrade Installation Procedure 4-37



Upgrade without a Management Server

4.6.2.8 Upgrade the First Domain
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Upgrade the first domain by performing the following steps:
1. Attach to the console of the first node of the first domain.
2. Unpack the Tru64 UNIX Version 5.1B-3 patch kit tar filein the /patches directory.

The operating system patch software kit (T64V51BB26AS0005-20050502 . tar) is
available from the following location:
<http://www.itrc.hp.com/>

or from your local HP support representative.
3. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasO# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasO# mount -r /dev/disk/cdromOc /cdrom

c. Create adirectory for the HP AlphaServer SC subsets as follows:
atlasO# mkdir /usr/sckit

d. Changeto directory cdrom asfollows:
atlasO# cd /cdrom

e. Copy thefilesto that location as follows:
atlasO# tar cf - . | (ed /usr/sckit; tar xvf -)

f.  Unmount the CD-ROM asfollows:

atlasO# c¢d /; umount /cdrom

5. Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM into the disk
drive.

6. Mount the CD-ROM asthe root user, as follows:
atlasO# mount -r /dev/disk/cdromOc /cdrom

7. Perform an upgrade check on the first domain as follows (approx 2 minutes duration):
atlasO# sc upgrade check

If any errors are reported, take the appropriate steps to correct the situation. If any
changes are required, run the command once again.

8. Begin the upgrade of the first domain as follows (approx 10 minutes duration):

atlasO# sc_upgrade setup -sckit /usr/sckit/kits \
-unixpatch /patches/patch kit -patchonly -cd /cdrom

Upgrade Installation Procedure



10.

11.

12.

13.

14.

Upgrade without a Management Server

This command will prompt for the root password for the domain. During this process, al
other nodes will be halted. The -patchonly flag indicates that the operating system
does not need to be updated.

Halt Node O, first ensuring you are connected to the console of Node 0, as follows:
atlasO# shutdown -h now

Boot Node 0 to single-user mode, as follows:

P00>>> boot -fl s

Mount Local Filesystems:

atlasO# bcheckrc

Continue the upgrade process, as follows (approx 2.5 hours duration):

atlasO# sc_upgrade install -sckit /usr/sckit/kits \
-unixpatch /patches/patch kit -patchonly -cd /cdrom

During this step, the old HP AlphaServer SC software will be removed, the Tru64 UNIX
Version 5.1B-3 patch kit will be loaded, and the new HP AlphaServer SC software will
be installed onto the system.

When theinstall process is complete, reboot Node 0, as follows:
atlasO# shutdown -r now

Node 0 will now begin the process of configuring all the new kits and building a new
kernel. It will automatically reboot following the kernel build. Once the system reaches
multi-user mode, this node will be running the new version of the operating system.

In HP AlphaServer SC Version 2.6 (UK2), the msql daemon underlying the SC database
has been updated. Earlier, in Section 4.6.2.3, the original SC database was backed up to a
file. To restore the SC database from file, run the following command:

atlasO# /usr/sckit/kits/sc_post upgrade
Note:

The sc_post_upgrade command will simply restore the existing database. You
may see the following warning message:

rmstbladm: Warning: table sc_procurve is not present in backup
file

The migration of the SC database will introduce this new table and other new
database settings required by the HP AlphaServer SC software release.

Thesc_post_upgrade command will display the following error messages, which
can be ignored:
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15.

16.

17.

18.

19.

20.

Setting RMS attributes...

rcontrol: Error: attribute where name=cleanup-timeout’
already exists in database

rcontrol: Error: attribute where name="ignore-cleanup-failure’
already exists in database

New versions of the HP AlphaServer SC software may include new tables, or new fields
within existing tablesin the SC Database. It is necessary to upgrade your database to
include these new tables and fields and to populate them with appropriate data. To
migrate the database, l0og back into the system, and run the following command:

atlasO# sc_upgrade db

It is now necessary to update the new database to reflect the current status of the upgrade
procedure. This update is necessary because the commands run in step 12 made changes
to the first domain that are not reflected in the database.

Update the database as follows:

atlasO# rmsquery "update sc_domain \
set current upg state='Post Installed' \
where name='atlasDO' "

atlasO# rmsquery "update sc_domain set desired upg state ='Upgraded' \
where name='atlasDO' "

Continue the upgrade process, as follows (approx 10 minutes duration):
atlasO# sc_upgrade post install

At this stage member 1 will be upgraded, but it will be running in adegraded mode. The
script will automatically begin the version switch process, and reboot the lead-node.

Configure the preferred server cluster aliases, as follows (approx 2 minutes duration):

atlasO# sc_upgrade member config aliases
atlasO# sra boot -nodes 'atlas[1-31]'

Boot all non-lead members as follows:
atlasO# sra boot -nodes 'atlas[1l-31]'
Complete the upgrade process, as follows (approx 2 minutes duration):

atlasO# sc_upgrade clean

atlasO# rmsquery "update sc_domain \
set current upg state='Upgraded' \
where name='atlasDO' "

Thisremoves all files that are no longer required and updates the current upgrade state in
the database. At this point, the first domain is upgraded.
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4.7 Upgrading the Domains

If you have not already upgraded the management server, clustered management server, or
first domain (for systems with no management server), please do so now. See Section 4.4,
Section 4.5, and Section 4.6 for more information.

Once the management server, clustered management server, or first domain (for systemswith
no management server) is updated, the steps in this section can be followed to back up and
subsequently upgrade the remaining domains.

In this section, the term management server is used frequently. For a clustered management
server, you can run the upgrade commands from either node of the clustered management
server. In the case where there is no management server, then the first node of the first
domain should be substituted for each occurrence.

It is recommended that you perform all of the following steps on the console of the
management server. Thiswill ensure that the commands are not interrupted by network
events, and the screen output of the commands will be preserved for subsequent review if
required.

At this point in the upgrade, the management server is running the latest software. However,
some features of the software will only be fully functional when al of the domains are
upgraded to the same level of software (for example, RMS and scrun). Do not use these
software features until you have upgraded all of the domains. The commands in this section
do not rely on these features.

The steps to upgrade the domains are as follows:
1. Back Upthe Domains (see Section 4.7.1 on page 4-41)
2. Upgrade all of the Domains (see Section 4.7.2 on page 4-42)

4.7.1 Back Up the Domains

Before proceeding with the upgrade, you need to perform abackup of al the domains. When
performing a backup of all the domains to the backup cluster disk, ensure that the backup
cluster disk isthe same size as the cluster disk to avoid any backup storage problems. For
more information on disk layout for backup storage, see Section 2.4.1.

The backup process will archive one kernel image per domain as opposed to one image per
domain member. It will archive the genvmunix kernel.

To ensure that the generic kernel image is up to date on each domain, run the following

command:
atlasms# sra command -domains all -member 1 -command "BuildKernels"

To back up al the domains, run the following command:
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atlasms# sra upgrade -domains all -backupdev dsk5

where dsk5 corresponds to the disk sel ected as the backup disk within each domain. Where a
different disk is used for different domains, then the individual commands can be run per
domain as appropriate.

This command can take approximately 20 minutes, depending on the size of the cluster, /
usr and /var domains.

You should check the console logs of the lead nodes of all domains after completing the sra
upgrade command for any erroneous messages. Some errors may have occurred that are not
visible to the controlling sra upgrade command.

You are now ready to upgrade all of the domains, as described in Section 4.7.2.

4.7.2 Upgrade all of the Domains
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To upgrade the domains, perform the following steps on the upgraded management server:

1. If the management server has any NFS mounts from the domain, or if any domains are
NFS mounting from any other domains, please unmount them now as follows:

atlasms# mount | grep atlas
atlasms# umount mountpoint
atlasms# sra command -domains all -member 1 -command ’‘mount | grep atlas’
atlasms# sra command -domains all -member 1 -command ’‘umount mountpoint~’

2. Log into each domain, and check that al members in each domain are operational as
follows:

atlasms# sra command -domains all -member 1 \
-command ‘hwmgr -v ¢ | grep DOWN’

Boot any members that are identified as not operational. If you are unable to boot
members that are not operational, remove the nodes from the domain by running the
following command (while logged into the offending domain):

atlasO# sra delete member -nodes atlas5

Note:

The upgrade will fail if all members are not booted when the upgrade begins.

3. If present, de-install the OTABASE subset (part of the Compag Fortran kit) from each
domain as follows:
atlasO# setld -i |grep OTABASE
OTABASE219 installed Compaq Compiled Code Support

Library #219
atlasO# setld -d OTABASE219
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If present de-install the SY SCHECK utility from each domain as follows:

atlasO# setld -i |grep SYSCHECK

SYSCHECK128 installed Syscheck utility

atlasO# setld -d SYSCHECK128

True4 UNIX Version 5.1B-3 includes L adebug patches that can only be applied to the
default version of Ladebug that shipped with Tru64 UNIX Version 5.1B.

If an updated Ladebug subset has been installed, remove it now, and replace it with the
default version of Ladebug (which is available on the Tru64 UNIX Version 5.1B
Operating System Volume 1 CD-ROM), asfollows:

atlasO# setld -i |grep LDB

LDBBASE467 installed Ladebug Debugger Version 467

LDBDOC467 installed Ladebug Debugger Version 467 Documentation
OSFLDBBASE540 not installed Ladebug Debugger Version 467 (Software Devel-
opment)

OSFLDBDOC540 not installed Ladebug Debugger Version 467 Documentation
(Software Development)

atlasO# setld -d LDBBASE467 LDBDOC467

Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk
drive.

atlasO# mkdir /cdrom; mount -r /dev/disk/cdromOc /cdrom
atlasO# setld -1 /cdrom/ALPHA/BASE OSFLDBBASE540 OSFLDBDOC540

Unpack the Tru64 UNIX Version 5.1B-3 patch kit tar file in the /patches directory.

The operating system patch software kit (T64V51BB26AS0005-20050502 . tar) is
available from the following location:
<http://www.itrc.hp.com/>

or from your local HP support representative.
Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
Mount the CD-ROM as the root user, as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasO# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasO# mount -r /dev/disk/cdromOc /cdrom

c. Createadirectory for HP AlphaServer SC subsets as follows:
atlasO# mkdir /usr/sckit

d. Changeto directory cdrom as follows:
atlasO# cd /cdrom

e. Copy thefilesto that location as follows:
atlasO# tar cf - . | (cd /usr/sckit; tar xvEf -)

f.  Unmount the CD-ROM asfollows:
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atlasO# e¢d /; umount /cdrom

Perform an upgrade check on each domain before starting the upgrade (approx 10
minutes duration):

atlasms# sra upgrade -domains list -unixpatch /patches/patch kit \
-sckit /usr/sckit/kits -endstate Checked -redo Pre Upgrade

where:

-domains list specifiesthat the software should be upgraded on the domains.
Replace list with atlasD [0-3] if you have a management server, or replace list
with atlasD [1-3] where thereis no management server.

-unixpatch /patches/patch_kit specifiesthe directory in which you had
unpacked the Tru64 UNIX patch kit software (see step 5 above).

-sckit /usr/sckit/kits specifiesthe directory containing the HP AlphaServer SC
software (see step 7 above).

-endstate Checked specifiesan upgrade check is performed. The check installs the
SRAUPG subset, if needed, on each domain and then performs the upgrade checks. If a
domain fails the check then refer to the console log of member 1.

-redo Pre_Upgrade specifies that the upgrade check will start the process from the
Pre_Upgrade state. Refer to Table 4—1 on page 44 for details on the upgrade states.

Upgrade each domain as follows (approx 10 hours duration consisting of 5 hours for
member1 upgrade, and 5 hours for re-adding remaining members):

atlasms# sra upgrade -domains list -unixpatch /patches/patch kit \
-sckit /usr/sckit/kits

where:

-domains list specifiesthat the software should be upgraded on domains. Replace
list withatlasD [0-3] if you have amanagement server, or replace list with
atlasD [1-3] wherethere is no management server.

-unixpatch /patches/patch_kit specifiesthe directory in which you had
unpacked the Tru64 UNIX patch kit software (see step 5 above).

-sckit /usr/sckit/kits specifiesthe directory containing the HP AlphaServer SC
software (see step 7 above).

The script starts an automatic upgrade. When the script completes, the domainis
upgraded.
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Note:

Check the console logs of the domain lead nodes after completing the sra upgrade
command for any erroneous messages. Some errors may have occurred that are not
visible to the controlling sra upgrade command.

To check on the upgrade status of the domain, use the following command:
atlasms# sra upgrade info -domains all
If you encounter problems during the upgrade, please refer to the section Recover from
Failures during an Upgrade (see Section 4.8 on page 4-45).

You are now ready to perform any post-upgrade tasks as described in Post-Upgrade Tasks
(see Section 4.9 on page 4-49).

4.8 Recover from Failures during an Upgrade

Upgrade may fail for avariety of reasons, and the failures can normally be divided into four
categories. Minor, Medium, Serious, and Severe. For each of these categories, nodes, whole
domains, or multiple domains may fail to upgrade. In all cases, an attempt should be made to
find the underlying reason for the failure before continuing with the recovery steps outlined
below. Checking of console logs and domain/node activity at the time of failures can bea
good starting point to finding these reasons and resolving the underlying problems. Once you
are satisfied that the problems have been identified and fixed, proceed as in the following
sections.

4.8.1 Minor Failures: Re-add Members that Failed to Upgrade

If one or two members failed to upgrade, but the domain reportsacurrent_upg_state of
Upgraded inthe sc_domain table, you should first check if the membersjust failed to boot
into the newly upgraded domain. This can be checked in the console log of the failing
member(s).

If thisisthe case, you can simply boot the member(s) into the domains as follows:

atlasms# sra boot -nodes list of failed nodes

If you can determine that the membersfailed to be re-added to the domain for another reason,
but the domain in question is reporting the current_upg_state of Upgraded in the

sc_domain table, re-add the failed members as follows:
atlasms# sra install -nodes list of failed nodes
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4.8.2 Medium Failures: Re-run the sra upgrade Command

If the sra upgrade command finishes but reports an error on one or more domains, check
the current_upg_state inthe sc_domain table for the domain in question.

Based on the current_upg_state, and with the help of the lead node console logs, you
should try and determine what caused the upgrade to stop. If possible, the problem should be
resolved before continuing. Once the problem isidentified and resolved, run the upgrade
command again as in the following example:

atlasms# rmsquery -v
sqgl> select name,startnode,current upg state,desired upg state from sc domain

name startnode current upg state desired upg state
atlasDO 0 Null Null
atlasDl 2 Null Null
atlasD2 4 Setup Upgraded
atlasD3 6 Upgraded Upgraded

In this example, domain atlasD2 is still at the Setup stage, while domain atlasD3 has
completed the upgrade. To restart the upgrade for the atlasD2 domain, run the following

command:
atlasms# sra upgrade -domains atlasD2 -unixpatch /patches/patch kit \
-sckit /cdrom /kits

Note:

If you are not using the management server asthe RIS server, you need to specify the
RIS server using theoptional -rishost name-of-ris-server optioninthesra
upgrade command.

This command will pick up the current upgrade state for atlasD2 from the sc_domain
table as described above, and continue the upgrade process from that point.

4.8.3 Serious Failures: Recover from Backup
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If you encounter severe problems during an upgrade that cannot be overcome by the
instructionsin Section 4.8.1 or Section 4.8.2 above, you may have to restore the domain from
the backup created in Section 4.6.1 or Section 4.7.1.

Unlike the other recovery methods mentioned above, you will need to restore from backup
before fixing the underlying problems and repeating the upgrade process.

The following severe failure may occur:
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If the lead member is rebooted during the setup phase of upgrade (for example, power
outage, or accidental shutdown), then subsequent attempts to boot the lead member again

will result in the panic:
ics_elan: elan device does not appear to be configured

This happens because the old HP AlphaServer SC software is already removed from the
system and therefore the elan.mod kernel module is gone from the system. This kernel
moduleis required by TruCluster when the lead member boots, and thisiswhy
TruCluster causes the panic.

The recovery action at this point is to restore the cluster from backup and start the
upgrade again.

For further potential problems, you should read the current version of the HP
AlphaServer SC Release Notes, particularly any information about upgrade installations.
You should also check with your account representative so that you are aware of any HP
AlphaServer SC Support Bulletins relating to the upgrade procedure.

To recover from backup, perform the following steps for each failed domain:

1.

2.
3.

Halt the domain by running the following command:
atlasms# sra reset -dom name-of-domain

Connect to the console of the lead node
Boot the lead node using the Tru64 UNIX disk (standalone):

P00>>> boot dka200

4. When the prompt is displayed, log in to the lead node as root.

Restore the previous version of the operating system from backup as follows:

To restore using /dev/disk/dsk5 as the restore device:
# /usr/opt/sra/bin/sra cluster backup -disk dsk5 restore

Thiswill restorethecluster /, /usr, and /var filesystems, restore the boot
partition of the lead node and the CNX partition.

Note:

Thesra_cluster_backup script will RIS boot the other nodes and restore their
boot and CNX partition. Following this, these nodes will be halted.

When restoring adomain from backup, if you encounter any errors reporting that the
backup cluster 7/, /usr, and /var filesystemsdo not exist, refer to the
troubleshooting item Restoring from Backup Can Sometimes Fail (see Section
11.23.7 on page 11-39).

6. Shut down the lead node as follows:
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10.

# shutdown -h now
Disconnect from the console of the lead node.

Update the sc_nodes table to ensure that all nodes in the domain are set to bootable as
follows:

atlasms# rmsquery "update sc_nodes set bootable='1l' \
where domain name='name-of-domain'"

Query the sc_domain table to ensure that the current_upg_state of each domainis
setto Pre_Upgrade asfollows:

atlasms# rmsquery "update sc_domain set current upg state='Pre Upgrade' \
where name='name-of-domain'"

Boot the domain as follows:
atlasms# sra boot -domain name-of-domain
At this stage, the domain will have been restored to the backups created earlier.

If you intend to repeat the upgrade process on the domain, you should fix the problems
with the upgrade, and then restart the upgrade procedure on this domain. When restarting
the upgrade process, it is not necessary to repeat the backup of the domain just restored.
Instead, you should restart the upgrade process from the step immediately after the
domain backup process, specifically Section 4.6.2 or Section 4.7.2 as appropriate.

4.8.4 Severe Failures: Full System Restoration
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If at any point you decide to defer the entire system upgrade until another time, and return the
system to production using the original software image, then you should proceed as follows:

1
2.

Restore all domains from their backups, as described on Section 4.8.3.

The RMS startup script should be restored on each domain, the new customized kernels
should be built, and the domains should be rebooted as follows:

atlasms# sra command -domains all -member 1 \
-command "mv /sbin/init.d/rms.disabled /sbin/init.d/rms"
atlasms# sra command -domains all -member 1 \
-command "BuildKernels"
atlasms# sra command -domains all -member 1 \
-command "DeployKernels -g"
atlasms# sra shutdown -domains all

For systems with a management server or clustered management server, once the above
steps have been completed on the domains, you must restore the management server to
its original image using the backups created in Section 4.4.1 or Section 4.5.1.

Once the management server is running the old software, you should boot al domains as
follows:

atlasms# sra boot -domains all
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At this point, the system will be running the original software on both the management server
and on the domains. To conclude the system restoration, you should mount the SCFS and
PFSfile systems and you should configure in the nodes into the RM S partitions and start the
RMS partitions.

4.9 Post-Upgrade Tasks

Once the upgrade has been completed, the following post-upgrade tasks should be
performed:

Create Alternate Boot Partitions (see Section 4.9.1 on page 4-49)

Upgrade the Database Revision (see Section 4.9.2 on page 4-49)

Re-Add Members Deleted prior to Upgrade (see Section 4.9.3 on page 4-50)
Re-enable M SQL Cookie Mechanism (see Section 4.9.4 on page 4-50)
Add the cmf Archive entry into crontab (see Section 4.9.5 on page 4-50)
Add the rms Archive entry into crontab (see Section 4.9.6 on page 4-50)
Verify Network Configuration (see Section 4.9.7 on page 4-50)

Check that Members 2 and 3 Have a Vote (see Section 4.9.9 on page 4-51)
Configure Nodes into RM S Partitions (see Section 4.9.10 on page 4-51)
Setting Up the SC Monitor System (see Section 4.9.11 on page 4-51)

. Assigning Cabinets in the SC Database (see Section 4.9.12 on page 4-51)
Reinstall Uninstalled Kits (see Section 4.9.13 on page 4-51)

13. Build and Deploy Generic Kernels (see Section 4.9.14 on page 4-52)
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4.9.1 Create Alternate Boot Partitions

If alternate boot disks are in use, then update the alternate boot partitions on all nodesin the
system, by running the following command from the management server (or rishost):
atlasms# sra copy boot disk -nodes all

For more information on this command, refer to the HP AlphaServer SC System
Administration Guide.

4.9.2 Upgrade the Database Revision

The database migration performed in Section 4.4.2.10 does not upgrade the database
revision.
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To upgrade the database revision, run the following command on the management server (or
rishost):
atlasms# sc_upgrade db -rev

4.9.3 Re-Add Members Deleted prior to Upgrade

Before the upgrade, some members may have been deleted. Add those members back in now
by running the following command:
atlasms# sra install -nodes list of nodes

4.9.4 Re-enable MSQL Cookie Mechanism

To check if the cookie mechanism needs to be re-enabled, run the following command from
the management server (or rishost):

atlasms# sra cookie
MSQL cookies are currently disabled

If the message above is displayed, run the following command:

atlasms# sra cookie -enable yes

For more information on this command, refer to Chapter 3 of the HP AlphaServer SC System
Administration Guide.

4.9.5 Add the cmf Archive entry into crontab

The console log files can be archived automatically by adding the following crontab entry:
0 20 13,27 * * /sbin/init.d/cmf rotate

Thiswill result in the console log files being archived on the 13th and 27th day of the month.

4.9.6 Add the rms Archive entry into crontab

The RM S database tables can be archived automatically by adding the following crontab
entry:

5 2 * * * /usr/bin/rmsbackup

Thiswill result in the RM S database tables being archived and backed up at 2:05am every
day.

4.9.7 Verify Network Configuration
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During the post-upgrade process, you should verify your network configuration. For more
information on default route configuration, refer to Chapter 22 of the HP AlphaServer SC
System Administration Guide.

For moreinformation on preferred server aliases, refer to Chapter 19, of the HP AlphaServer
SC System Administration Guide.
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4.9.8 Verifying Local Files and Customizations

The upgrade process endeavors to preserve many local files and customizations. However, as
advised in Section 4.1.5 on page 4-5, some customizations may be affected by the upgrade
process. You should now check that your original customizations and settings have been
preserved correctly during the upgrade.

Thisis especialy important if the upgrade failed and was restarted from a checkpoint, or if
the upgrade needed to be restarted after having restored the domain from backup.

4.9.9 Check that Members 2 and 3 Have a Vote

At the start of the upgrade process all members votes, except memberl, are removed. The
process re-adds the member votes in the upgrade "clean" phase. However, this step can fail
for a number of reasons. Check that members 2 and 3 have avote using the clu_quorum
command.

4.9.10 Configure Nodes into RMS Partitions

During the upgrade, al nodes in the domains will be automatically configured out of the

RMS partitions. These nodes should now be configured back in using the command:
atlasms# rcontrol configure in nodes "atlas[0-1023]"

4.9.11 Setting Up the SC Monitor System

For systems with a management server, please complete the instructions documented in Set
Up the SC Monitor System (see Section 5.6 on page 5-50).

For systems without a management server, please complete the instructions documented in
Set Up the SC Monitor System (see Section 6.5 on page 6-35).

4.9.12 Assigning Cabinets in the SC Database

For systems with a management server, please complete the instructions documented in
Assign Cabinets in the SC Database (see Section 5.7 on page 5-52).

For systems without a management server, please complete the instructions documented in
Assign Cabinetsin the SC Database (see Section 6.6 on page 6-38).

4.9.13 Reinstall Uninstalled Kits

During the upgrade, you may have needed to uninstall kits such as PFSMOD, OTABASE,
SYSCHECK, and System Event Analyzer/WEBES from your management server (if your
system has a management server) and your domains. Re-install any uninstalled kits now.
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4.9.14 Build and Deploy Generic Kernels
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Once you are satisfied that the upgrade was successful and your applications are running
smoothly for approximately 24 hours, it is recommended that you deploy the new generic
kernels globally. If you do not perform this action, then adelete member followed by re-
install of that member will attempt to boot initially on a non-compatible generic kernel.

From the management server (or Node O if you do not have a management server), run the
following commands:

atlasms# scrun -d all "BuildKernels"
atlasms# scrun -d all "DeployKernels -g"

Thiswill build and deploy the generic kernelsto all members of al domains.

You have now completed the Upgrade Installation Procedure.

Upgrade Installation Procedure
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Installing: When the System Has a Management

Server

This chapter describes how to install an HP AlphaServer SC system that has a management
server.

Note:

If your system does not have a management server at installation time, do not
use this chapter — refer to Chapter 6 (Installing: When the System Does Not
Have a Management Server) instead.

If you wish to add a management server to an HP AlphaServer SC system later —
that is, after domain creation — use the checklist provided in Appendix C to ensure
that you complete al installation tasks in the correct order.

Note:

If your system has a clustered management server, refer to Section 5.1.7.

When installing software on an HP AlphaServer SC system that has a management server,
install the software on the management server first (see Chapter 1 of the HP AlphaServer SC
System Administration Guide for more information about management servers).

For information on helpful tips and guidelines that may assist you when performing an HP
AlphaServer SC system installation, see Section 11.1.

The information in this chapter is structured as follows:

Set Up the Management Server (see Section 5.1 on page 5-2)

Set Up the SC Database (see Section 5.2 on page 5-37)

Configure Out All Nodes During Installation (see Section 5.3 on page 5-45)

Check All Nodes in the HP AlphaServer SC System (see Section 5.4 on page 5-45)
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Configure and Diagnose the HP AlphaServer SC Interconnect (see Section 5.5 on page
5-47)

Set Up the SC Monitor System (see Section 5.6 on page 5-50)
Assign Cabinetsin the SC Database (see Section 5.7 on page 5-52)
Note:

Use the checklist provided in Appendix A, to ensure that you complete all
installation tasksin the correct order.

5.1 Set Up the Management Server

5-2

Setting up the management server involves the following tasks:

Set the Console Variables (see Section 5.1.1 on page 5-3)

Check the System Firmware (see Section 5.1.2 on page 5-4)

Creating Bootable Devices on EMA/EVA Storage (see Section 5.1.3 on page 5-4)

Install the Tru64 UNIX Operating System (see Section 5.1.4 on page 5-6)

Customize the System Configuration (see Section 5.1.5 on page 5-10)

Install the Operating System Patch Software (see Section 5.1.6 on page 5-22)

Install and Configure the Clustered Management Server (see Section 5.1.7 on page 5-22)
Configure the RIS Server (see Section 5.1.8 on page 5-31)

Install the HP AlphaServer SC System Software (see Section 5.1.9 on page 5-32)

Install the HP Fortran Run-Time Libraries (see Section 5.1.10 on page 5-33)

Install Layered Products (Optional) (see Section 5.1.11 on page 5-33)

Install the SANworks Storage System Scripting Utility (see Section 5.1.12 on page 5-33)
Define the RMS Master Node (rmshost) (see Section 5.1.13 on page 5-34)

Build the New Kernel and Reboot (see Section 5.1.14 on page 5-35)
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5.1.1 Set the Console Variables

Before installing the Tru64 UNIX operating system on the management server, you must
configure the system console. Display the SRM console prompt on the management server as
follows:

* |If your system has afactory-installed software (FIS) kernel, it will automatically start to
boot the Tru64 UNIX operating system at power on. When prompted to continue this
boot, enter No to return to the SRM console prompt.

* If your system does not have a FIS kernel, the system will display the SRM console
prompt at power on.

To set the console variables, enter (at the SRM console prompt) the commands in Table 5-1.
Table 5-1 Setting the Console Variables

PO0O>>> set auto_action HALT

PO0>>> set eia0_mode FastFD

POO>>> set eib0_model! FastFD?
P00>>> set boot_osflags A
PO0O>>> set boot_reset off
PO0>>> set os_type UNIX
P00>>> set console serial

PO0O>>> set sys_coml_rmc off

PO0>>> set ocp_text nodename®

PO0>>> set bootdef _dev "*

P0O0>>> set pci_parity on

1you need only set the eib0_mode variable on nodes that have an external network inter-
face. You should set the eia0_mode variable on all nodes, for the management network.

2 When setti ng the eib0_mode variable, specify the appropriate network speed.
3You may not need to set the ocp_text variable on the management server.

The remaining console variables for the management server, and all console variablesfor the
remaining nodes, are automatically set during the installation process (see Section 5.2, step
20 on page 5-42).

For more information about the SRM console, see Chapter 2 of the HP AlphaServer ES40
Owner’s Guide.

You are now ready to check the system firmware, as described in Section 5.1.2.
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5.1.2 Check the System Firmware

Table 5-2 lists the minimum firmware versions supported by HP AlphaServer SC Version
2.6 (UK2) for management servers. If the management server is HP AlphaServer ES40 or HP
AlphaServer ESA5 based, then the minimum firmware revisions are given in Table 5-11.

Table 5-2 Minimum System Firmware Versions

Firmware Version HP AlphaServer DS20E

SRM Console 6.2-1

OpenVMS PAL code 1.96-77
Tru64 UNIX PALcode 1.90-72
Serial ROM 1.13-44

Check that the management server meets these minimum system firmware requirements, by
entering the show config command at the SRM prompt.

If necessary, update the system firmware, as described in Chapter 21 of the HP AlphaServer
SC System Administration Guide.

You are now ready to create bootable devices on EMA/EVA storage, as described in Section
5.1.3.

5.1.3 Creating Bootable Devices on EMA/EVA Storage

5-4

If your target management server is a standal one one, then you should skip this section and
proceed to Section 5.1.4.

If your target management server is acluster without alocal disk, the target disk for the
initial Tru64 installation is located on the EMA or EVA storage system.

Note:

It is assumed that you have already performed the steps in Configure the EMA/EVA
Storage System in Section 3.14 on page 3—27 and Section 3.15 on page 3-44.

Beforeinstalling Tru64 UNIX from the installation CD-ROM, perform the following stepsto
create the SRM boot variable for the target disk based on the EMA/EVA storage system:

1. Initialize the hardware as follows:
P00>>> init
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2. On node 0 of the management cluster, locate the virtual disks presented to this system by
the EVA storage system as follows:

P00>>> wwidmgr -show wwid

[0] UDID: 1 WWID:01000010:6005-08b4-0001-0130-0001-a000-014£-0000 (ev:none)

[1] UDID: 2 WWID:01000010:6005-08b4-0001-0130-0001-a000-0154-0000 (ev:none)

[2] UDID: 3 WWID:01000010:6005-08b4-0001-0130-0001-a000-0159-0000 (ev:none)

[3] UDID: 4 WWID:01000010:6005-08b4-0001-0130-0001-a000-015e-0000 (ev:none)
(

[4] UDID: 5 WWID:01000010:6005-08b4-0001-0130-0001-a000-0163-0000

3. Check the UDID numbers against the OS_UNIT_ID parameters used in the Chapter 3 for
EMA/EVA.

For the example given in Create Virtual Disk Unitsfor the Clustered Management Server
(see Section 3.15.2.3 on page 3-52), the UDID numbers are assigned as follows:

ev:none)

UDID:1 Cluster File System (/, /usr/, /var)
UDID:2 quorum disk

UDID:3 Initial Trué64 disk

UDID:4 node0 boot disk

UDID:5 nodel boot disk

4. Assignawwid environment variable to the target disk for the initial Tru64 UNIX
installation as follows:;
P00>>> wwidmgr quickset -udid 3

Disk assignment and reachability after next initialization:

6005-08b4-0001-0130-0001-a000-015e-0000

via adapter: via fc nport: connected:
dga3.1001.0.9.0 pga0.0.0.9.0 5000-1fel-0013-a3c8 No
dga3.1002.0.9.0 pga0.0.0.9.0 5000-1fel-0013-a3cd Yes

P00>>>

5. Assign awwid environment variable to the target boot disk, to be used by the
clu_create command, as follows:
P00>>> wwidmgr -quickset -udid 4

Disk assignment and reachability after next initialization:

6005-08b4-0001-0130-0001-a000-015e-0000

via adapter: via fc nport: connected:
dga3.1001.0.9.0 pga0.0.0.9.0 5000-1fel-0013-a3c8 No
dga3.1002.0.9.0 pga0.0.0.9.0 5000-1fel-0013-a3cd Yes

6005-08b4-0001-0130-0001-a000-014£-0000

via adapter: via fc nport: connected:
dga4.1001.0.9.0 pga0.0.0.9.0 5000-1fel-0013-a3c8 No
dga4.1002.0.9.0 pga0.0.0.9.0 5000-1fel-0013-a3cd Yes

P00>>>

6. Re-initialize the hardware asfollows:
P00>>> init

The system is now ready for Tru64 UNIX installation.
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Caution:

At True4 UNIX instalation time, select the disk with IDENTIFIER=3. Remember
that IDENTIFIER=4 is the target boot disk for the clusterized node. The target
installation hasto be labelled. Refer to Table 5-3 for the recommended partition
layout. On node 1, create the SRM boot device for the target boot disk for UDID 5,
as described above.

You are now ready to install the Tru64 UNIX operating system, as described in Section 5.1.4.

5.1.4 Install the Tru64 UNIX Operating System

5-6

Install the Tru64 UNIX operating system on the management server, from the Tru64 UNIX
Version 5.1B Operating System Volume 1 CD-ROM, as described here and in the HP Tru64
UNIX Installation Guide.

1. Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM into the disk
drive.

2. Thisstep only applies to clustered management servers. For clustered management
servers, shared storage will be used for management server disks. The actual quantity of
disks required is shown in Figure 3—-2 on page 3—3. Before proceeding to the next step of
the Tru64 UNIX operating system installation, you should follow your appropriate
hardware documentation to make these shared disks visible as bootable devices to this
management server. For example, the use of wwidmgr may be required for shared Fiber
Channel storage as described in Section 5.1.3. Once the disks are visible from the SRM
show dev command, you can proceed to the next step.

3. Initialize the hardware, asfollows:
P00>>> init

4. ldentify the CD-ROM device name by running the following SRM console command:
P00>>> show device

The show device command produces the following output:

dka0.0.0.1.1 DKAO COMPAQ BD018122C9 BO016
dkal00.1.0.1.1 DKA100 COMPAQ BD018122C9 BO16
dka200.2.0.1.1 DKA200 COMPAQ BD018122C9 BO16
dga0.0.0.15.0 DQAO COMPAQ CDR-8435 0013
dva0.0.0.1000.0 DVAO

eila0.0.0.2004.1 EIAO 00-50-8B-CF-46-CC
eib0.0.0.2005.1 EIBO 00-50-8B-CF-46-CD
pga0.0.0.3.1 PGAO WWN-1000-0000-C922-391A
pka0.7.0.1.1 PKAO SCSI Bus ID 7

In this example, the CD-ROM device nameis dgao.
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Enter the following command at the SRM console prompt, to display theinstallation user
interface:
P00>>> boot dgal

The system boot process can take several minutes. Several hardware-specific messages
are displayed. The more complex the system (many peripheral devices, and so on), the
longer the boot process takes.

Upon successful system boot, the installation user interface appears. The type of user
interface presented during installation depends on the hardware configuration:

Systems equipped with graphics consoles present a graphical user interface.

Systems with consoles that do not have graphics capabilities present a text-based, menu-
driven user interface.

The information you supply is the same regardless of the type of user interface, but the order
in which it is requested may be different. This guide documents the graphical user interface.

Follow these guidelines:

1.

When prompted to select alanguage in which to view the user interface, choose United
States English.

2. TheInstallation Welcome dialog box appears. Click on the Next button.

The Host Information dialog box appears. You must set several values on this screen, as
follows:

a.  Set the host name. The host name should be the same as the network interface for the
management network. For example, if the system nameis atlas, the host name
should be atlasms.

Set the area.

Set the location.
Set the date.

Set the time.

Click on the Next button.

The Set root Password dialog box appears. Set the root password for the system. The
same root password is used for all nodes. Click on the Next button.

® o2 0 T

The Software Selection dialog box appears. You must set the value on this screen as
follows:

a. Choose All Software when prompted for the software that you wish to install.
b. Click on the Next button.
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6.

10.

11.

12.

The Kernel Options dialog box appears, prompting you to choose the type of kernel
components to build into the kernel. Select Customize (you will choose the individual
kernel optionsin step 13). Click on the Next button.

The Select File System Layout dialog box appears. Select Customize File System
Layout and click on the Next button.

The Custom File System Layout dialog box appears. You must set several values on this
screen, as follows:

a.  Setthe Use LSM option to No.

You must not use LSM at this stage; instead, configure LSM after all nodes have been
added to the domain — see Section 8.11 on page 8-18.

b. Configure the recommended partition layout for the system disk.

Table 5-3 shows the recommended partition layout for an 18GB system disk, and for
a 36GB disk, on a management server.

Table 5-3 Recommended Partition Layout for Management Server System Disk

Size for an Size for a
File System Disk Partition 18GB Disk 36GB Disk Type
root dsko a 384MB 384MB AQvFS
/usr dsko d 5.4GB 11.1GB AdvFS
swapl dsko f 5.4GB 11.1GB swap
/var dsk0 e 5.4GB 11.1GB AdvFS

See Chapter 6 of the HP Tru64 UNIX Installation Guide for more information about
customizing the file system layout.

When you have entered all of the required information, click on the Next button.

The Installation Summary dialog box appears. Review the information on this screen. To
change any values, click on the Reset button. When the information is correct, click on
the Finish button.

The Ready to Begin Installation dialog box appears. Click on the OK button. The system
saves the configuration, creates the file systems, and loads the software.

The system then automatically reboots from the system disk.
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Software configuration occurs automatically after your system reboots. The Kernel Option
Selection dialog box appears. You must select at least the options listed in Table 5-4.

Table 5—4 Minimum Kernel Options

Selection Kernel Option

2 NTP V3 Kernel Phase Lock Loop (NTP_TIME)
3 Kernel Breakpoint Debugger (KDEBUG)

4 Packetfilter driver (PACKETFILTER)

12 ISO 9660 Compact Disc File System (CDFS)

If you need to install akernel component after installation is complete, use the
doconfig(8) command. See the HP Tru64 UNIX Installation Guide for more
information.

When prompted to edit the configuration file, select No.
The kernel build procedure automatically begins after software configuration.
After the kernel build, the system reboots automatically.

Thefinal step isto log into the newly installed system asthe root user. (You may see
warnings about missing license PAKs for OSF-BASE — you can ignore these until
Section 5.1.5.1 on page 5-10.)

When you log in for the first time, the Tru64 UNIX System Setup dialog box appears.
Click on the Custom Setup icon. The Tru64 UNIX Custom Setup menu appears.
Customize the system configuration, as described in Section 5.1.5.

Note:

If you choose Quick Setup, your configuration options are reduced — you will have
to rerun the sysman command to compl ete the configuration.
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5.1.5 Customize the System Configuration

The Tru64 UNIX Custom Setup menu offers a number of options, asillustrated in
Figure 5-1.

Figure 5-1 Tru64 UNIX Custom Setup Menu

Not al of these options are mandatory. This guide documents only the systems that you must

configure. For more information about the Custom Setup Menu options, see the HP Tru64
UNIX Installation Guide.

First register the licenses, as described in Section 5.1.5.1.

5.1.5.1 Register Licenses (PAKS)

5-10

A licenseis acontract with terms and conditions. Each license has an associated Product
Authorization Key (PAK), which isaset of characters.

When building the management server, you may choose to install the TCS-UA PAK
specifically for the management server node type. Thisis not necessary and you should
install the bundled PAKSs, for all nodes in the system, onto the management server. Later on
in the installation process, the licences database from the management server will
automatically be reused when installing the domains and adding members.
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You must use the license manager to enter the license information on each PAK into the
license database; this processis called registering alicense. Each time a user attemptsto run
alicensed product, the product calls the license-checking functions to be sure that the license
allows the user to use the product.

For more information about licenses, see the Tru64 UNIX Software License Management
manual.

Note:

The licenses listed below are those required to use software that is discussed
elsewhere in this document. However:
* Not al of these licenses are required.

* Thereare other licenses that may be useful. These licenses would beinstalled in a
similar way to the licenses below, but are not covered in this document.

Click on the License Manager icon (on the Custom Setup menu) to register the following
licenses:

* HPAlphaServer SC System Software License (TCS-UA). Thislicenseisrequired before
you can create a cluster.

e HP AlphaServer SC System Software License (ASC). Thislicenseis required; you need
this license to run the console logger daemon (cmfd), and to usethe sra setup
command. See below for more information.

* Remote Installation Services License (OSF-SVR). Thislicenseisrequired; it is essential
for system operation.

*  Operating System Base License (OSF-BASE). This license supports up to two
interactive users.

*  Symmetric Multiprocessing (SMP) Extension to Base License (OSF-BASE). This
licenseis optional; it is only needed for each additional CPU on the system.

e Concurrent Use License (OSF-USR) or Unlimited Interactive User License
(OSF-USR). These licenses are optional; they are only needed if you wish to support
interactive users.

* Advanced File System Utilities License (ADVFS-UTILITIES). Thislicense is required;
it isneeded if you wish to configure additional storage in an AdvFS file domain.
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* HPAlphaServer SC Devel opment Software License (OSF-DEV). Thislicenseisoptiona;
it isonly needed if you wish to use the Ladebug debugger (see below) or other products
such asthe C, C++, and Fortran compilers, as well as other performance and debugging
tools.

HP AlphaServer SC System Software

5-12

The HP AlphaServer SC System Software Licenseis sold in bundles of 1-, 16-, 32-, 64-, and
128-node licenses. You can combine any of these bundles so that the total number of licenses
isequal to, or more than, the number of nodes in the HP AlphaServer SC system. For
example, you can combine one 16-node license with one 32-node license for a 48-node HP
AlphaServer SC system. The management server (if present) is not counted as a node —
although the licences must be installed on the management server.

The HP AlphaServer SC40 QuickSpecs provide ordering information for the 1-, 16-,
32-, 64-, and 128-node licenses.

The licensefile for the HP AlphaServer SC System Software License contains two Product
Authorization Keys (PAKS): ASC and TCS-UA. Both of these PAKs must beinstalled on
the system. A PAK containsaunits field that identifies the capability of the PAK — the ASC
PAK shown in Example 5-1 contains 6400 units.

Example 5-1 Sample ASC PAK

Issuer: DEC

Authorization Number: QS-SYS-16-NODE
Product Name: ASC

Producer: DEC

Number of units: 6400

Key Termination Date: 19-MAY-2001
Activity Table Code: CONSTANT=100
Checksum: 1-ABCD-GHDN-BOCJ-CLFH

Depending on the PAK, the units are used differently, asfollows:
e ASC

In LMF terms, the ASC PAK isaconcurrent-use PAK. The number of units determines
the number of nodes that are licensed — 400 units are required to license a node. When
you register and load the ASC PAKSs, the LMF system combines the units of all of the
ASC PAK stogether. You will see messagesto this effect when you install the second and
subsequent ASC PAKSs.

e TCSUA

In LMF terms, the TCS-UA PAK isacapacity-based PAK. The number of units
corresponds to the model of the AlphaServer — for example, a HP AlphaServer ES40
reguires 1050 units. Unlike the ASC PAK, LMF does not combine the units of several
TCS-UA PAKSs. When you attempt to install a second or subsequent TCS-UA PAK,
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LMF will print messages saying that the PAK s were not combined. This does not matter
as you only require one TCS-UA PAK for the system to operate correctly. It does not
matter if several TCS-UA PAKSs are registered.

The ASC and TCS-UA PAKs are delivered as a shell script containing the LMF commands
to register and install the PAKSs. If you purchased several HP AlphaServer SC System
Software Licenses (for example, a 16-node license and a 32-node license) at the same time,
you will receive asingle shell script containing the appropriate PAKs. To install the PAKS,
copy the script to the system and execute the script. If you later buy additional licenses, you
will receive a second shell script containing the appropriate additional PAKs — the new
script does not contain PAK s for the original licenses. To ensure that all PAKs are installed,
you should execute each shell script. You should also keep a copy of each license shell script,
in case you ever need to do a complete system reinstall.

As mentioned earlier, when you run the second and subsequent shell scripts, you will see
messages saying that the ASC PAKs were combined but that the TCS-UA PAKs were not.
Thisisnormal.

If you do not install the ASC and TCS-UA PAKSs, or if the number of ASC unitsis not
appropriate for the number of nodes in the system, the system will not operate correctly as
follows:

* Thesra setup command will print awarning when you first specify the number of
nodes. You can ignore this warning and attempt to continue. However, you may be
unable to operate parts of the system at alater stage.

*  The console management daemon (cm¥d) will not start. You will be unable to access
node consoles. A message will be printed to the /var/sra/adm/log/cmfd/
cmfd_<hostname>_<port>.log file.

The shell script automatically registers and loads the ASC and TCS-UA PAKSs. If you
inadvertently unload the PAKSs, the system will not operate — that is, a PAK must be both

registered and loaded for it to work. You can tell how many units are loaded as follows:
atlasms# lmf list full cache for ASC

You can load previously registered ASC and TCS-UA PAKs asfollows:
atlasms# 1lmf load 0 ASC
atlasms# 1lmf load 0 TCS-UA

The Ladebug Debugger

The Ladebug debugger, distributed with Tru64 UNIX Version 5.1B, is a symbolic source-
level debugger that supports debugging of ADA, C/C++, Fortran, and Fortran 90
applications. RM S uses the L adebug debugger to print a back trace when an application core
dumps.
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To use the Ladebug debugger, you need the OSF-DEV license. You can obtain thislicense by
purchasing, for example, HP AlphaServer SC Development Software, or Developer's Toolkit
for Tru64 UNIX.

Note:

If you are not licensed to use the L adebug debugger, RM S will not print a back trace.

When you have completed the license PAK registration, click on the Exit button to return to
the Custom Setup Menu.

You are now ready to configure the networks, as described in Section 5.1.5.2.

5.1.5.2 Set Up Networks

Click on the Network Setup Wizard icon (on the Custom Setup menu) to configure the
management and external networks. This displays a submenu as shown in Figure 5-2.

srorle Setup Wizard

figuration wour UNIX

wing networking

-2
o
-2

o

Figure 5-2 Tru64 UNIX Network Setup Wizard Menu
Configure the networks as follows:
1. Click onthe Next button to display the Set up Network Interface Card(s) screen.
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Set up the network interface cards using the settings provided in Table 5-5, where atlas
isan example system name, and x.x.x.x andy.y.y.y are site-dependent values
(recorded in Appendix D).

Table 5-5 Network Interface Cards on a Management Server

Network Type Device Name Host Name IP Address Network Mask
Management ee0 atlasms 10.128.101.1 255.255.0.0
External eel atlasms-extl X XXX YAAAY

2. Click on the Next button to display the Set Up Static Routes screen.

Set up a default static route, as follows:

a. Click on the Add button to display the Network Setup: Set Up Static Routes: Add/
Modify screen.

b. Set the Destination Type to Default Gateway.
c. Inthe Gateway field, enter the external gateway |P address (see Appendix C).
d. Set the Route Viaoption to Gateway, and click on the OK button.
3. Click onthe Next button to display the Set Up Routing Services screen.
When configuring a management server, setting up routing servicesis an optional task.
Note:

For a clustered management server, it is mandatory to set up routing services using
gated.

* If you do not wish to set up arouting service for the system, select None when asked
Do you want to set up a routing service for this system.

* If you wish to set up routing services for the management server, set the routing
services using the settings provided in Table 5-6:

Table 5-6 Routing Services

Question Answer

Do you want to set up a routing service for this system: Yes (use gated)

Do you want to run this system as an IP Router: Yes

4. Click onthe Next button to display the Set Up Hosts File screen.
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The hosts file will automatically contain the entrieslisted in Table 5-7. The following
notes apply to Table 5-7:

* atlas isan example system name.

*  X.X.X.X represents asite-specific value (recorded in Appendix D).

* DNSsarversand NIS serverswill be added later (see Section 5.1.5.3 on page 5-17
and Section 5.1.5.6 on page 5-19 respectively).

Note:

The sra setup command will update the /etc/hosts file to add an entry for all
of the hosts associated with the domain (for example, atlaso, atlasli, ...,
atlas127) aswell as each cluster alias (see Section 5.2, step 9 on page 5-39).

Table 5-7 Hosts File When Configuring a Management Server

IP Address Host Name Aliases/Comments
127.0.0.1 localhost

10.128.101.1 atlasms?!

X.X.X.X atlasms-ext1?

Hhisvalueis not displayed, but if you try to add it, you will betold that it is already in
the hostsfile.

2The /etc/hosts file may not contain the entries as shown in Table 5-7. If you are
using the Network Setup Wizard, these entrieswill exist after you have completed al
the Network Setup Wizard steps and select finish.

5. Click onthe Next button to display the Set Up Hosts Equivalency File screen. Do not set
up a hosts equivalency file.
Click on the Next button to display the Set Up Remote Who Services screen. Select No.

Click on the Next button to display the Set Up the System as a DHCP Server screen.
Select No. Accept the default setting of Log No Messages.

8. Click onthe Next button to display the Set Up Networks File screen. Click on the Next
button to skip this step.

9. Click on the Finish button to return to the Custom Setup menu. When prompted to restart
services, select Yes.

You are now ready to configure Domain Name Service / Berkeley Internet Name Daemon
(DNS/BIND), as described in Section 5.1.5.3.
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5.1.5.3 Configure DNS (BIND)

Note:

HP recommends configuring the HP AlphaServer SC Version 2.6 (UK2) system asa
DNS Client asindicated below. If you wish to configure the system asa DNS Server,
please refer to Appendix I.

Note:

If you have more than one DNS server, you need to add your site specific DNS
servers.

If you wish to configure DNS, perform the following steps:

1

Click onthe DNS (BIND) Configuration icon (on the Custom Setup menu) to display the
DNS (BIND) Configuration screen.

Double click on the Configure System as a DNS Client entry.

When prompted to add the DNS server to the hostsfile, enter the local domain and click
Add.

When prompted to update the host name, select No (see Note below).
Note:

If you select Yes, the host name is changed. If the host name is changed, RM S will
not work (because the rmshost attribute in the RM S database is wrong). If you
change the host names (by selecting Yes), log onto each node in turn and change the
host name back to the original value, by removing the domain name.

5. Click on the Exit button to return to the Custom Setup menu.

For more information about configuring DNS (BIND), see Chapter 22 of the HP
AlphaServer SC System Administration Guide.

You are now ready to configure the Network Time Protocol (NTP), asdescribedin Section 5.1.5.4.
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5.1.5.4 Configure NTP
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Click onthe NTP Configuration icon (on the Custom Setup menu) to configure the Network
Time Protocol (NTP). You must know the name of an NTP server that is accessible through
the external network interface on the first node (Nodes 0, 32, 64, or 96). Perform the
following steps as the root user:

1
2.

3.
4,
5.

Double click on the Configure System asan NTP Client entry.

Click on the Add button, and enter the hostname of the NTP server on the external
network.

Note:

The hostname of the NTP server does not need to be fully qualified. After network
configuration, you can check to see that external network connection isvalid by
trying to ping one of the NTP servers. Otherwise the NTP restart will hang when it
tries to start the service.

Note:

You can add as many NTP servers as your site requires.

Set the Mode to Server. Accept the default settings for Version and Key Number.
Click on the OK button to return to the Configure System as an NTP Client screen.

Click on the OK button to return to the Custom Setup Menu. When prompted to start
xntpd, click on the Yes button.

For more information about configuring NTP, see Chapter 22 of the HP AlphaServer SC
System Administration Guide.

You are now ready to configure the Network File System (NFS), as described in Section
5155

5.1.5.5 Configure NFS

Click on the NFS Configuration icon (on the Custom Setup menu) to display the NFS
Configuration screen, and perform the following steps:

1

Double click on the Configure System as an NFS Client entry and accept the default
Settings.

Double click on the Configure System as an NFS Server entry and change the settings as
follows:
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Default Settings

Number of TCP Server Threads*: 8
Number of UDP Server Threads*: 8

New Settings:

Number of TCP Server Threads*: 32
Number of UDP Server Threads*: 96

where 128, as a sum of TCP and UDP, is the maximum allowed.

Thiswill improve the RIS performance when completing the sra install step on al
nodes as described in Chapter 7.

Ensure that the Enable Locking check box is selected (thisis the default setting) and
select OK to commit changes.

3. When prompted to restart the NFS daemons, select Yes.
4. Click onthe Exit button to return to the Custom Setup menu.

For more information about configuring NFS, see Chapter 22 of the HP AlphaServer SC
System Administration Guide.

You are now ready to configure the Network Information System (NIS), as described in
Section 5.1.5.6.

5.1.5.6 Configure NIS
If you wish to configure the Network Information System (NIS), perform the following steps:
Note:

The installation of the HP AlphaServer SC RM S subset automatically adds a UNIX
user named "rms" and a UNIX group hamed "rms" with specific identifiers.
However, the RM S subset installation will fail if any of the following already existin
the NIS database on the NIS master server:

— any group or user named "rms’

— any user with uid=15

— any group with gid=200

Such entriesin the NIS database must be removed before proceeding. If you cannot
remove such entries from the NIS database, then do not configure NIS at this time.
NIS may be configured after the entire system is configured. However, this can be a
security issue as NIS users with uid=15 or gid=200 will have accessto RMSfileson
the HP AlphaServer SC system.
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Click on the NIS Configuration icon (on the Custom Setup menu) to display the NIS
Configuration screen.

Enter and confirm your system’s NIS domain name.

If you already have a NIS master server, press Return to accept the default option to
indicate that you are configuring a NIS client.

If you do not have an external NIS master server, but you wish to use NIS within the HP
AlphaServer SC system, configure the management server as a master server.

When configuring a NIS client, compl ete the following sub-steps:
a.  When prompted to use ypbind secure mode (option -s), select Yes.
b. When prompted to use ypbind domain locks (option -S), select Yes.

c. When prompted, enter the NISMASTER server in the list of authorized NIS
servers.

d. If prompted to add the NIS MASTER server to the hostsfile, select Yes and then
enter the relevant details.

When configuring a NIS master server, complete the following sub-steps:
a.  When prompted regarding enhanced security, select No.
b. When prompted regarding maintaining maps as "btree" files, select No.

c. When prompted for the names of the SLAVE servers, complete thelist as
desired.

d. When prompted to use ypbind secure mode (option -s), select Yes.
€. When prompted to use ypbind domain locks (option -S), select Yes.

f.  When prompted, enter other NIS servers as appropriate in the list of authorized
NIS servers.

g. If prompted to add these NIS serversto the hosts file, select Yes and enter the
relevant details.

When prompted, choose option 3 to disallow all ypset requests.

When prompted to configure the system to use all of the NIS databases, select Yes.
When prompted to start the NIS daemons now, select Yes.

Click on the Finish button to return to the Custom Setup menu.

For more information about configuring NIS, see Chapter 22 of the HP AlphaServer SC
System Administration Guide.

You are now ready to configure mail, as described in Section 5.1.5.7.
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5.1.5.7 Configure Mail
Click on the Mail Configuration icon (on the Custom Setup menu) to configure mail.
Note:

You must configure mail.

Perform the following steps asthe root user:

1. Double-click on the Configure Mail as a Client entry.
If DNS has not been set up, awarning is displayed.

2. Enter the mail server, and click the Commit button.

3. Select the Yes option to restart sendmail.

4. Select the Close option to return to the Custom Setup menu.

For more information about configuring mail, see Chapter 22 of the HP AlphaServer SC
System Administration Guide.

You are now ready to configure printers, as described in Section 5.1.5.8.

5.1.5.8 Configure Printers

If you wish to configure printers, click on the Printer Configuration icon (on the Custom
Setup menu) and configure printers as described in Chapter 6 of the HP Tru64 UNIX

Network Administration manual.
Note:

HP AlphaServer SC Version 2.6 (UK2) supports remote printing only — do not
attach a printer directly to the HP AlphaServer SC system.

Click on the Finish button to return to the Custom Setup menu. Click on the Exit button to
return to the operating system prompt.

For more information about the other configuration options, such as security, see the HP
Tru64 UNIX Installation Guide.

You are now ready to install the latest operating system patch, as described in Section 5.1.6.
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5.1.6 Install the Operating System Patch Software

Install the Tru64 UNIX patch software on the management server.
Note:

For HP AlphaServer SC Version 2.6 (UK2), you should load Tru64 UNIX Version
5.1B-3 (also known as Tru64 UNIX Version 5.1B Patch Kit 5) only.

The operating system patch software kit (T64V51BB26AS0005-20050502. tar) is
available from the following location:
<http://www.itrc.hp.com/>

or from your local HP support representative.

Download the operating system patch software kit, untar it, and then run dupatch in the
patch_kit directory.

If you have a clustered management server, you are now ready to install and configure the
clustered management server, as described in Section 5.1.7. If not, you are ready to configure
the remote installation services (RIS) server, as described in Section 5.1.8.

5.1.7 Install and Configure the Clustered Management Server

Note:

This section is optional. Only perform the stepsin this section if you are installing a
clustered management server. If you are not installing a clustered management
server, you can configure the RIS server, as described in Section 5.1.8.

Note:

To install and configure a clustered management server, use only the standard
TruCluster Server software. This software, which is supplied on the Tru64 UNIX
Associated Products Volume 2 Version 5.1B CD-ROM, operates over a Gigabit
Ethernet Interconnect.

Never install the HP AlphaServer SC-specific TruCluster Server software
(which is supplied on the HP AlphaServer SC System Software CD-ROM) on a
management server. Occasionally, patches may be provided for HP
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AlphaServer SC cluster software - do not apply such patches to a management
server, unless specifically asked to do so. Always strictly adhere to all
instructions supplied with patch kits.

Toinstall and configure a clustered management server, perform the following tasks:

* Register the TruCluster Server Software License (see Section 5.1.7.1 on page 5-23)
* Load the TruCluster Server Subsets (see Section 5.1.7.2 on page 5-24)

* Install the TruCluster Server Patch Software (see Section 5.1.7.3 on page 5-24)

*  Configure the EVA Storage System Disks for the Management Cluster (see Section
5.1.7.4 on page 5-25)

* Runthe clu_create Command (see Section 5.1.7.5 on page 5-25)

* Back Up Important Configuration Files on Member 1 (see Section 5.1.7.6 on page 5-27)
* Prevent Other Members Booting During Installation (see Section 5.1.7.7 on page 5-27)
* Runtheclu_add member Command (see Section 5.1.7.8 on page 5-28)

* Boot the New Member (see Section 5.1.7.9 on page 5-29)

e Back Up Important Configuration Files on New Members (see Section 5.1.7.10 on page
5-30)

e Shut Down the Non-Lead Member of the Clustered Management Server (see Section
5.1.7.11 on page 5-31)

5.1.7.1 Register the TruCluster Server Software License

The TruCluster Server kit includes alicense Product Authorization Key (PAK). Usethis PAK
when registering a TruCluster Server license. If you do not have a PAK, contact your HP
Customer Support representative.

For information on installing alicense PAK, refer to the Tru64 UNIX Software License
Management manual.
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5.1.7.2 Load the TruCluster Server Subsets
Note:

For aclustered management server, use only the standard TruCluster Server software
(which is supplied on the Tru64 UNIX Associated Products Volume 2 Version 5.1B
CD-ROM) operating over a Gigabit Ethernet Interconnect. Never install the
AlphaServer SC-specific TruCluster Server software (which is supplied on the
HP AlphaServer SC System Software CD-ROM) on a management server.

To load the TruCluster Server kit, perform the following steps:
1. Insert the TruCluster Server Software Version 5.1B CD-ROM in the disk drive.

2. Ifitisnot already mounted, mount the CD-ROM (see Section 5.1.9, step 2 on page 5-32).

3. Ingtall the TruCluster Server software, as follows:
atlasms# e¢d /cdrom/TruCluster/kit
atlasms# setld -1 .

Select the option to install all mandatory and all optional subsets.

After you select an option, the installation procedure verifies that there is sufficient file
system space before copying the subsets onto your system.

Note:

Patch kitsinclude fixesfor both the base operating system and for cluster software. If
you are installing a patch kit, patch the system after loading the TruCluster Server
subsets but before running clu_create to create a single-member cluster.

5.1.7.3 Install the TruCluster Server Patch Software

In Section 5.1.6, the Tru64 UNIX patch software was installed on the management server. It
is now necessary to install the matching TruCluster Server patch software on the
management server.

Note:

For HP AlphaServer SC Version 2.6 (UK2), you should load Tru64 UNIX Version
5.1B-3 (also known as Tru64 UNIX Version 5.1B Patch Kit 5) only.

The operating system patch software kit (T64V51BB26AS0005-20050502 . tar) is
available from the following location:
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<http://www.itrc.hp.com/>

or from your local HP support representative.

When following the system patch instructions bel ow, please select only the TruCluster Server
patches. At the end of the patch process, you will be informed that the system needs to be
rebooted. You should select "Do nothing at thistime". You will also be asked if you wish to
overwrite the existing pre-patched kernel. You should select "y" and allow the overwrite
operation. The clu_create phase will handle further required operations.

5.1.7.4 Configure the EVA Storage System Disks for the Management Cluster

In the example below, the aim is to be able to understand which UNIX specia device
corresponds to each shared-storage target disk, The screen shot is taken from an HSV 110
installation but closely resembles an HSG80 installation.

To locate the target disks for the CFS disk, the quorum disk, and the boot disks, enter the
following command:
atlasmsO# hwmgr -view devices

HWID: Device Name Mfg Model Location
4: /dev/dmapi/dmapi
5: /dev/scp scsi
6: /dev/kevm

42: /dev/disk/floppyOc 3.5in floppy fdio-unit-0
54: /dev/disk/cdromOc DEC RRD46 (C) DEC bus-0-targ-5-1lun-0
55: /dev/disk/dskOc COMPAQ HSV110 (C)COMPAQ IDENTIFIER=1
56: /dev/disk/dsklc COMPAQ HSV110 (C)COMPAQ IDENTIFIER=2
57: /dev/disk/dsk2c COMPAQ HSV110 (C)COMPAQ IDENTIFIER=3
58: /dev/disk/dsk3c COMPAQ HSV110 (C)COMPAQ IDENTIFIER=4
59: /dev/disk/dsk4c COMPAQ HSV110 (C)COMPAQ IDENTIFIER=5
60: /dev/cport/scp0 HSV110 (C)COMPAQ bus-3-targ-0-lun-0

To correctly assign disks, check the disk identifiers against the OS_UNIT_ID/IDENTIFIER
parameters used in the EVA/EMA configuration script (Management Cluster section). For
the example in Create Virtual Disk Units for the Clustered Management Server (see Section
3.15.2.3 on page 3-52), assign disks as follows:

IDENTIFIER=1 CFS disk
IDENTIFIER=2 quorum disk
IDENTIFIER=3 Tru64 disk
IDENTIFIER=4 node 0 boot disk
IDENTIFIER=5 node 1 boot disk

5.1.7.5 Run the clu_create Command

To create the first member of the cluster from the Tru64 UNIX system, perform the following
steps:
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1. For shared Fibre Channel storage, please ensure that steps were aready taken in Section

5.1.3 to make the various shared cluster disks bootable.

2. |f there are NFSfilesystems mounted by the management server, wherethe NFS server is
currently down, please take action to unmount such filesystems now.

3. Run the following command:

atlasms# /usr/sbin/clu create

The/usr/sbin/clu_create command promptsfor theinformation needed to create a
single-member cluster. Respond using the guidelines below ensuring that the cluster
name is unqualified.

Sample answersto clu_create command:

Cluster name: atlasms
Cluster alias IP Address: 16.209.133.169
Clusterwide root partition: dsk0b
Clusterwide usr partition: dskO0g
Clusterwide var partition: dskOh
Clusterwide i18n partition: Not-Applicable
Quorum disk device: dskl

Number of votes assigned to the quorum disk: 1

First member's member ID: 1

Number of votes assigned to this member: 1

First member's boot disk: dsk3

First member's virtual cluster interconnect device name: ics0

First member's virtual cluster interconnect IP name: atlasms0-ics0
First member's virtual cluster interconnect IP address: 10.32.0.1
First member's physical cluster interconnect devices alto

First member's NetRAIN device name Not-Applicable
First member's physical cluster interconnect IP address 10.33.0.1

Once al the questions are answered, the clu_create process will perform the
following tasks:

Sets up the clusterwide root (/), Zusr and /var file systems, and the first member’s
boot disk.

Configures aquorum disk (optional).
Builds a kernel with cluster components.

If the kernel build succeeds, clu_create copiesthe new kernel to the first
member’s boot disk. If the kernel build fails, clu_create displays warning
messages but continues creating this first member. (You can boot the cluster
genvmunix from the boot disk and attempt to build a kernel on the single-member
cluster.)

Sets boot-related console variables: bootdef dev and boot_reset
Creates and sets console variable boot_dev
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The clu_create command writes alog file of the installation to /cluster/admin/
clu_create. log. Thislog file contains all installation prompts, responses, and
messages and should be examined for errors if problems arise during the clu_create
phase.

When clu_create completes the kernel build phase, it will prompt to reboot now. You
should answer Yes. The management server will now reboot as a single node cluster.

5.1.7.6 Back Up Important Configuration Files on Member 1

Because cluster members rely on the information in the following files, we recommend that,
after booting the first member of the cluster, you make on-disk copies of these filesin case of
inadvertent modification. For member-specific files, the following examples assume that the
member ID of the first member is1 (memberid=1):

/etc/sysconfigtab.cluster
# cp /etc/sysconfigtab.cluster /etc/sysconfigtab.cluster.sav

/etc/rc.config.common
# cp /etc/rc.config.common /etc/rc.config.common.sav

/etc/sysconfigtab

ThisfileisaCDSL whose target is:

../cluster/members/{memb}/boot partition/etc/sysconfigtab

To make a backup copy, change directory to the first member’sboot_partition/etc
directory and make a copy of its sysconfigtab file.

For example:

# cd /cluster/members/memberl/boot partition/etc
# cp sysconfigtab sysconfigtab.sav

/etc/rc.config
ThisfileisaCDSL whose target is:
../cluster/members/{memb}/etc/rc.config

To make abackup copy, change directory to the first member’s etc directory and make a
copy of its rc.config file. For example:

# cd /cluster/members/memberl/etc
# cp rc.config rc.config.sav

In addition, we recommend that you perform afull backup of the single-member cluster.

5.1.7.7 Prevent Other Members Booting During Installation

Halt or turn off the system that will become the new member. If halting the system:
1. Settheauto_action console variable to halt

>>> set auto action halt
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5.1.7.8 Run the clu_add_member Command
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2. Setthe bootdef _dev console variable to an empty string:

>>> set bootdef dev ""

The reason for these precautions is to make sure that the system cannot boot from the disk
that clu_add_member will configure as the new member’s boot disk.

New members can now be added to the cluster using the following command:

atlasms# /usr/sbin/clu add member

The /usr/sbin/clu_add_member command prompts for the information needed to add
new members. Respond using the guidelines below ensuring that the member nameis

unqualified.

Sample answersto clu_add_member command

Member's hostname:
Member's ID:

Number of votes assigned to this member:

Member's boot disk:

Member's virtual cluster interconnect devices:
Member's virtual cluster interconnect IP name:
Member's virtual cluster interconnect IP address:
Member's physical cluster interconnect devices:

Member's NetRAIN device name:

Member's physical cluster interconnect IP address:

Member's cluster license:

atlasmsl

2

1

dsk4

ics0
atlasmsl-ics0
10.32.0.2
alto
Not-Applicable
10.33.0.2

Not Entered

The clu_add_member command configures the new member’s boot disk, adds and
modifiesfilesin the clusterwide file systems, and gives you the option of loading the

TruCluster Server license PAK.

You can boot a system that does not have a TruCluster Server license. The system
joins the cluster and boots to multi-user mode, but only root can log in (with a
maximum of two users). The cluster application availability (CAA) daemon, caad is
not started. The system displays alicense error message reminding you to load the
license. This policy enforces license checks while making it possible to boot and

repair a system during an emergency.

Load only the TruCluster Server license at thistime. Do not load the Tru64 UNIX
license PAK. (You will load the Tru64 UNIX license PAK and any other license
PAK s you need after you boot the new member for the first time.)
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The clu_add_member command writes alog file of theinstallation to /cluster/admin/
clu_add_member . log. If problems arise, please examine thislog file for errors before
continuing.

5.1.7.9 Boot the New Member

After running clu_add_member go to the console of the newly installed member and
perform the following steps:

1. At the console of the new member, set the console variable boot_osflags to A so the

system will boot to multi-user mode:
>>> set boot osflags A

2. At the console of the new member, boot genvmunix from the new member’s boot disk:
>>> boot -file genvmunix new member boot disk
Remember to specify the correct SRM device name for the boot disk at the console as
opposed to the Tru64 UNIX special file name you supplied to clu_add_member. For
shared Fibre Channel storage, refer to the steps taken in Section 5.1.4 where the various
shared cluster diskswere made bootable. For example, if the console device namefor the
new member’s boot disk is dka300:

>>> boot -file genvmunix dka300

3. During itsfirst boot, the new member automatically performs the following tasks:
a. Configures all loaded subsets.
b. Attemptsto build a customized kernel.

— If the kernel build succeeds, copies the new kernel to the member’s boot
partition.

— If the build does not succeed, when the system reaches multi-user mode, you
can run doconfig to build akernd.

Copy (cp) the new kernel from /sys/HOSTNAME/vmunix to /Zvmunix (If you move
(mv) the kernel to Zvmumix you will overwrite the /Zvmunix CDSL.)

4. When prompted to configure network interfaces, please select configure and follow
the dialog to configure both the management network interface (ee0) and also the
external network interface (eel). The interfaces should be configured as shown in Table
5-8, where atlas is an example system name, and x.x.x.x andy.y.y.y are site-
dependent values.

Table 5-8 Configuration of New Member Network Interfaces

Network Type Device Name Host Name IP Address Network Mask
Management eel atlasmsl 10.128.101.2 255.255.0.0
External eel atlasmsl-extl X.X.X.X V.Y. V.Y

The system will continue to set the boot_reset and bootdef_dev variables, and creates
and setsthe boot_dev console variable. The system will then boot to multi-user mode.
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5. When the system finishes booting to multi-user mode, register the Tru64 UNIX license
and any other required application licenses. If you did not register the TruCluster Server
license while running clu_add_member, you must register it now.

6. Because this member is still running genvmuni x, reboot the system so it isusing its
custom kernel.
# shutdown -r now

Thisreboot is a mandatory step when adding a member to the cluster.
During the first boot, the system runs the clu_check_config command to examine the
configuration of several important cluster subsystems. Look at the clu_check_config log

filesinthe /cluster/admin directory to verify that these subsystems are configured
properly and operating correctly.

You can then run the command in verbose mode to display more information about why a
subsystem failed the initial test. See the Tru64 UNIX System Administration Guide and the
TruCluster Server Cluster Administration Guide for information on configuring subsystems.

Back Up Important Configuration Files on New Members

Because cluster membersrely on the information in the following files, we recommend that,
after booting each additional member of the cluster, you make on-disk copies of thesefilesin
case of inadvertent modification.

For member-specific fil es, the examples use member 2 (member id=2). Substitute the correct
member 1D for your new member when making backup copies of files. For example:

e /etc/sysconfigtab.cluster
# cp /etc/sysconfigtab.cluster /etc/sysconfigtab.cluster.sav

Because quorum vote information is updated each time a member is added, make a
backup copy of thisfile after adding each member.

¢ /etc/sysconfigtab
ThisfileisaCDSL whose target is:

../cluster/members/{memb}/boot partition/etc/sysconfigtab

To make a backup copy, change directory to the new member’sboot_partition/etc
directory and make a copy of its sysconfigtab file.

For example:

# cd /cluster/members/member2/boot partition/etc
# cp sysconfigtab sysconfigtab.sav

e /etc/rc.config
ThisfileisaCDSL whose target is:

../cluster/members/{memb}/etc/rc.config
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To make abackup copy, change directory to the new member’s etc directory and make a
copy of its rc.config file. For example:

# c¢d /cluster/members/member2/etc
# cp rc.config rc.config.sav

5.1.7.11 Shut Down the Non-Lead Member of the Clustered Management Server

The non-lead member of the clustered management server should be shut down, so that the
RIS CAA service can be guaranteed to reside on memberl, whilethesra install
command installs all of the HP AlphaServer SC software on the specified nodes as described
in Section 7.4 on page 7-23. For information about booting the non-lead member of the
clustered management server, see Section 8.1 on page 8-2.

5.1.8 Configure the RIS Server

Installation of the Tru64 UNIX operating system on the lead member and the remaining
nodes of each domain will be performed using a Remote Installation Services (RIS) server.
The RIS server alows each new member to boot a network vmunix.

The RIS server is also necessary for performing particular diagnostics during the installation
phase. It isimportant to configure the RIS server at this stage and before you actually install
the HP AlphaServer SC software as described in Section 5.1.9.

Configure the management server asa RIS Server, asfollows:

1. Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM inthe disk drive.
2. If itisnot aready mounted, mount the CD-ROM (see Section 5.1.9, step 2 on page 5-32).

3. Runtheris command asthe root user, as follows;
atlasms# ris

4. Choosethe Install software products option by entering i at the prompt:
Enter your choice: i

5. The RIS Installation menu displays the installation options. Choose option 1, the
Install software into a new area option.

6. Enter the full pathname for the distribution media, as follows:
Enter the device special file name or the path of the directory

where the software is located
(for example, /mnt/ALPHA/BASE): /cdrom/ALPHA/BASE

7. Choose the standard boot method.

8. Choose to extract the software from the Tru64 UNIX Version 5.1B Operating System
Volume 1 CD-ROM.
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Note:

If you chooseto link to the CD-ROM instead of extracting the software, the
installation processis considerably slower.

9. Chooseto install all mandatory and all optional subsets.
10. Enter y to confirm that the subset list is correct. The subset extraction process begins.
Note:

For information on RIS security recommendations, see Section 10.2.4, page 10-10.

You are now ready to install the HP AlphaServer SC installation utility (SRA) software, as
described in Section 5.1.9.

5.1.9 Install the HP AlphaServer SC System Software

Toinstall the system software on the management server, perform the following steps as the
root user:

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.

2. Mount the CD-ROM asthe root user, asfollows:

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM? asfollows:

atlasms# mount -r /dev/disk/cdromOc /cdrom

For more information about mounting a CD-ROM, see Appendix B of the HP Tru64
UNIX Installation Guide.

3. Changeto the directory in which the kits are stored, as follows:
atlasms# c¢d /cdrom/kits/

4. Install the HP AlphaServer SC software. From the kits directory above, run the following
command:
atlasms# ./InstallSC -install -ms

1. Seethe HP Tru64 UNIX Installation Guide for more information on how to identify the CD-ROM
device name. The CD-ROM device name in this exampleis /dev/disk/cdromOc.
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Note:

On clustered management servers, there may be some warnings at the end of the

Instal 1SC sequence regarding srad and rmshost. These warnings should be
ignored.

You are now ready to install the HP Fortran Run-Time Libraries, as described in Section
5.1.10.

5.1.10 Install the HP Fortran Run-Time Libraries

To install the HP Fortran Run-Time Libraries, perform the following steps:
1. Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk drive.

2. If itisnot aready mounted, mount the CD-ROM (see Section 5.1.9, step 2 on page 5-32).

3. Install the HP Fortran Run-Time Library, as follows:
atlasms# e¢d /cdrom/DEC Fortran RTL/kit
atlasms# setld -1 .

You are now ready to install layered products, as described in Section 5.1.11.
5.1.11 Install Layered Products (Optional)

This step is optional. If you wish toinstall layered products (for example, CXML Compaq
Extended Math Library), do so at this point, if possible.
If the product has alicense (PAK), install the license now.

You are now ready to install the SANworks Storage System Scripting Utility, as described in
Section 5.1.12.

5.1.12 Install the SANworks Storage System Scripting Utility

The SANworks Storage System Scripting Utility (SSSU) is required so that the SC Monitor
system can monitor HP SANworks Management Appliance and HSV 110 RAID System
devices. If your system does not have a SANworks Management Appliance or HSV 110
RAID System, you can skip this step.

To install the SANworks Storage System Scripting Utility, follow these steps:

1. Order the HP SANworks Tru64 UNIX Kit for Enterprise Virtua Array.

2. Thiskit contains a CD-ROM. Mount the CD-ROM as the root user, as follows;

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom
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b. Mount the CD-ROM asfollows:

atlasms# mount -r /dev/disk/cdromOc /cdrom

For more information about mounting a CD-ROM, see Appendix B of the HP Tru64
UNIX Installation Guide.

3. Changeto the directory in which the kits are stored, as follows:

atlasms# e¢d /cdrom

4. Install the software, as follows:
atlasms# setld -1 .
*** Enter subset selections ***
The following subsets are mandatory and will be installed automatically
unless you choose to exit without installing any subsets:
* Enterprise v2 For Tru64 Unix

You may choose one of the following options:
1) ALL of the above

2) CANCEL selections and redisplay menus

3) EXIT without installing any subsets

Estimated free diskspace(MB) in root:646.3 usr:

Enter your choices or press RETURN to redisplay menus.
Choices (for example, 1 2 4-6): 1

You are installing the following mandatory subsets:
Enterprise v2 For Tru64 Unix

You are installing the following optional subsets:
Estimated free diskspace(MB) in root:646.3 usr:1716.8
Is this correct? (y/n):y

5. When the setld command has completed, createalink to Zusr/bin/sssu, asfollows:
atlasms# 1ln -fs /usr/opt/ENTP002/sbin/sssu /usr/bin/sssu

This step isimportant, because the monitoring scripts expect the sssu binary to be
located in the Zusr/bin directory.

You are now ready to define the RM S master node (rmshost), as described in Section
5.1.13.

5.1.13 Define the RMS Master Node (rmshost)

Define the management server to be the RMS master node; that is, the rmshost system.
Note:

The rmshost isthe cluster alias of the management server, in cases where you have
a clustered management server.
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To do this, update the Zetc/hosts file on the management server, to define rmshost asa
host alias for the management server, as shown in the following example:
10.128.101.1 atlasms rmshost

On a clustered management server, the following steps are necessary and mandatory. On a
standalone management server, these CAA steps do not apply.

1. Register the SCO5msql resource profile with CAA asfollows:
# /usr/sbin/caa_register SCO05msql

2. Start the CAA applications, asfollows:
# /usr/sbin/caa_start SC05msql

For further information about configuring these CAA applications, refer to Section 8.7.
You are now ready to build the new kernel and reboot, as described in Section 5.1.14.
5.1.14 Build the New Kernel and Reboot

To build the kernel on a management server, perform the following steps:
Note:

If you do not have a clustered management server, proceed directly to step 1.

Note:

On clustered management servers, use the following command sequence instead of
theinstructionsin steps 2 to 5 below:

atlasms# BuildKernels

atlasms# DeployKernels

atlasms# shutdown -ch now

Once the nodes are shut down, boot them again from the consoles.

Note:

Do not use the mv command to copy the kernels. In particular, do not use the mv
command to copy the kernels on a clustered management server. On a non-clustered
management server, you can safely move the new vmunix file to Zvmunix.

1. Saveacopy of theexisting /vmunix file. If possible, save the filein the root (/)
directory, asfollows:
atlasms# cp /vmunix /vmunix.save
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If there are disk space constraints, you can save the kernel filein afile system other than

root. For example:
atlasms# cp /vmunix /usr/vmunix.save

2. Runthe Zusr/sbin/doconfig program specifying the name of the target
configuration file with the -c option. For example, on a system named atlasms, enter

the following command:

atlasms# /usr/sbin/doconfig -c ATLASMS

**% KERNEL CONFIGURATION AND BUILD PROCEDURE ***
Saving /sys/conf/ATLASMS as /sys/conf/ATLASMS.bck

3. You are prompted to indicate whether or not you want to edit the configuration file:
Do you want to edit the configuration file? (y/n) [n]:
Accept the default to indicate that you do not want to edit the configuration file; the
/usr/sbin/doconfig program builds a new kernel.

4. When the kernel configuration and build are completed without errors, copy the new
vmunix fileto /Zvmunix. On asystem named atlasms, enter the following command:
atlasms# cp /sys/ATLASMS/vmunix /vmunix

Note:

On amanagement server, you can safely move the new vmunix fileto /vmunix.

However, in adomain, you must always copy the new vmunix file to

/vmunix. Thisis because, in an HP AlphaServer SC system, /vmunix is a context-
dependent symbolic link (CDSL):

/vmunix -> cluster/members/{memb}/boot partition/vmunix

You should treat a CDSL as you would any other symbolic link: remember that
copying afile follows the link, but moving afile replaces the link. If you were to
move (instead of copy) akernel to /vmunix, you would replace the symbolic link
with the actual file.

It isgood practice to always copy the new vmunix fileto /Zvmunix, evenon a
management server.

5. Reboot the system as follows:

atlasms# /usr/sbin/shutdown -r now

You are now ready to run the sra setup command, as described in Section 5.2.
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5.2 Set Up the SC Database

Note:

The SC database is an SQL-based database and holds the information that was
previoudly stored in the SRA database (the flat file /var/sra/sra-
database.dat) and the RMS database (also a SQL -based database).

Set up the SC database on the management server, by running the following commands asthe
root user:

1

If you have a second rail in each HP AlphaServer ES40 system, but therail is either
currently unconnected or powered off, then you must first remove the second
(expansion) elan card from the nodes before performing the sra install step. When
prompted during the sra setup dialog, please answer that the system will have one
rail. Later, once the domains are built and all members added, the second rail can be
added as a post-installation step by following the instructions in Section 8.13. Please
refer to Section 3.5 for details on PCI slot selection rules.

Plan the domain attributes (see step 5) and record them in Appendix D.

Ensure that all nodes are halted; that is, that they are powered up at the SRM console
prompt.

Note:

For some system installations that utilize CAA for the RMS service, thereisa
possibility that rmsbuild will report awarning during sra setup. If thiswarning
arises, it can beignored and the user should answer "yes" when prompted. The
warning is being ignored as it will automatically be handled/fixed later by the CAA
startup script for RMS.

Runthe sra setup command to create and populate the SC database, as follows:
atlasms# sra setup

Thisinformation is needed by other sra commands.

Thesra setup command prompts you for the following information:
—  System namet!

— Number of nodes

—  Number associated with first domain and node?

Installing: When the System Has a Management Server 5-37



Set Up the SC Database

— Management Server or not?

—  Management Server Name!

— Hardware type of the system

— Number of Cluster Interconnect Rails used in the system
— Number of domains

— Management Network | P address for Node O

—  Cluster Interconnect I P address for Node 07

—  System Interconnect | P address for Node 03

— Terminal server model

— Number of ports on the terminal server
(if you do not accept the default terminal server model)

— |IPaddress of first terminal server

— First port on first terminal server

— Interconnect Switch |P address at Node Level and Top Level for each Rail
— IPaddressfor the Preferred Server cluster alias base address

5-38

. The HP AlphaServer SC installation process uses the system name (which cannot end with adigit) to

derive both the cluster alias names and the host names of each member in the domain. For example,
in a 64-node system with system name atlas, the cluster aliases will be atlasD0 and atlasD1,
while the node host names will be atlaso, atlasli, ..., atlas63.

Note that if the number of nodesislessthan or equal to 32, the cluster alias name will be the same as
the system name — in the above example, the cluster alias name would be atlas. If you later
increase the number of nodes to 33 or more, you must create a second domain (atlasD1), and
rename the original cluster alias (from atlas to atlasDO0).

. Domain and node names in a system typically start at 0, for example atlasDO, atlas0. However, it

ispossible to start at a different number, for example atlasD32, atlas1024.

. For aclustered management server, the management server name isthe cluster aliasfor the clustered

management server.

. The Cluster Interconnect network isan IP network provided by TruCluster Server. This network only

spans adomain. This network is an artifact of the TruCluster Server software and is not intended for
end-user use. This network is denoted by the ics suffix.

. The System Interconnect network islayered on the HP AlphaServer SC Interconnect, and spans all

nodes connected to the HP AlphaServer SC Interconnect. This network can be configured with
externally routable IP addresses (instead of the default 10.* network). For example, this alowsyou
to perform high-speed FTP by routing through high-performance interfaces on externally connected
nodes. Note that such use will impact bandwidth availability to parallel jobs. This network is denoted
by the e p suffix.
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Thesra setup command displays these settings and asks you to confirm that they are
correct. If any settings are incorrect, enter No and repeat step 5. When all settings are
correct, enter Yes.

Thesra setup command prompts you whether you would like to use optional
automatic cluster configuration.

Note:

If you have allocated external node IP addresses and cluster alias | P addresses
according to the scheme mentioned in Section 2.2, and if all clustersin the system
(except possibly the first and last) are to be composed of the same number of nodes,
enter Yes whenthesra setup command asks you whether to use automatic cluster
configuration. If you do, sra setup will prompt you for the cluster sizes and two
base |P addresses. sra setup will check the IP addresses, and then automatically
enter configuration information for each cluster into the database, saving you from
having to answer several questions for each cluster

Thesra setup command prompts you for the following information for each domain:
— Number of Nodesin the First Cluster

— Number of Node in Subsequent Clusters

— External network IP address for First Node

— IPaddressfor cluster aias

Thesra setup command automatically assigns the | P addresses and prompts you to
add the nodes to the database.

Thesra setup command asksif you would like to update the Zetc/hosts file. Press
Return to accept the default answer of Yes. The sra setup command adds an entry to
the /etc/hosts file for each IP address specified in steps 5 and 8 above.

Thesra setup command asks which host should run console monitor (the cmf utility).
Press Return to accept the default value (the current node). The sra setup command
starts cmf, and informs you of the location of the cmf log file.

If you require cm¥ to operate as a CAA application, you should wait and do so as
described in Section 8.8.

Thesra setup command asksif you would like to configure the terminal server(s).
Press Return to accept the default answer of Yes; thesra setup command configures
the terminal server ports.

Thesra setup command asksif you would like to configure an alternate boot device.
Enter yes. On SC20 systems, enter no for alternate boot device asthere is no alternate
boot device on these systems.
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13. Thesra setup command asksif you would like to use an alternate boot device. Enter yes.
14. Thesra setup command prompts you for the information needed to configure the boot

device(s). You can accept the default values for all settings except the SRM device name.

To enter avalue for the SRM device name, perform the following steps:

a. Enter the SRM device name for the primary boot disk at the SRM device name
for primary boot disk? prompt. If you do not know the SRM device name,
enter probe.

b. If prompted, enter the host name of a generic node that is currently at the SRM
prompt. Thisisonly necessary if you entered probe in step 14a above.

If you enter the host name of a node that is not currently at the SRM prompt, the
hardware probe will fail.

c. Thesra setup command displays the settings for the primary boot disk, including
the SRM device name. To accept these settings, enter y. To change any setting, enter
n, enter the item number of the setting to be changed, and enter the new value.

You can set the alternate boot device in asimilar way.
Table 5-9 shows the recommended boot disk partition configuration when the memory
Sizeis 4GB and each boot disk isa36GB disk.

Table 5-9 Recommended Boot Disk Partition Configuration

Partition Description Recommended Size (% and GB)

Boot Disk Only Boot Disk and Alternate Boot

b swap 30% = 10.8GB 15% = 5.4GB on each disk
d /local 35% = 12.6GB 43% = 15.2GB on each disk
e /tmp 35% = 12.6GB 42% = 15.4GB on each disk

For a 36GB disk, the swap space is calculated as 2.5 times the physical memory size.
However, for an 18GB disk, the swap space is calculated as 1.25 times the physical
memory size, which you may consider to be too low. Think carefully before accepting
the default partition values.

Note:

If you configure an aternate boot disk and have chosen to use the alternate boot disk,

its swap space is added to the sysconfigtab file; that is, you spread the swap space

across the two disks. Also, the tmp and local partitions on the alternate boot disk

are mounted on /tmp1 and /local 1 respectively. You should take thisinto account

when deciding the partition percentages, as follows:

— If configuring only one boot disk, use the values specified in the third column of
Table 5-9.
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— If configuring a boot disk and an alternate boot disk, use the values specified in the
fourth column of Table 5-9.

Thesra setup command asksfor the information needed to configure the primary boot
disk.

Press Return to accept all the default answers. The SRM device name is not required to
complete the installation.

Thesra setup command asks for the information needed to configure the Cluster /
/usr and/var disk.

Press Return to accept the default answer for all settings. The SRM device name is not
required to compl ete the installation.

The Disk Location Identifier isrequired but at this point you can accept the default value.
After running sra setup theidentifiers can be updated using sra edi t (see Section
7.2).

The sra setup command asks for the information needed to configure the backup
cluster disk.

Press Return to accept the default answer for all settings. The SRM device name is not
required to complete the installation. The Disk Location Identifier isrequired but at this
point you can accept the default value. After running sra setup the identifiers can be
updated using sra edit.

Thesra setup command asksfor the information needed to configure the Generic boot
disk.

Press Return to accept the default answer for all settings. The SRM device nameis not
required to complete the installation.

The Disk Location Identifier is required but at this point you can accept the default value.
After running sra setup theidentifiers can be updated using sra edit.

Thesra setup command prompts you for the SRM device name and the UNIX device
name for the management and external LAN adapters. You can accept the default value,
or enter anew value, or use probe as described in step 14.

Note:

For an external LAN adapter, if the external LAN device name is unknown, you can
accept the default SRM device name (for example, eia0) but you must enter the
appropriate UNIX device name. Page xxix lists the SRM and UNIX device names
for the supported network adapters.
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For HP AlphaServer DS20L systems, the SRM and UNIX names of the LAN devices are

asfollows:

SRM UNIX
management lan eib0 eel
external lan eia0 ee0

20. Thesra setup command asksif you would like to probe the nodes for the hardware
ethernet (MAC) address.
Note:

The probe command will return the MAC address of the first network interface
only. Thesra edit command may be used to set the MAC address manually (see
Section C.1).

Enter yes — the sra setup command asks two additional questions:

a.  The script asks which nodes you would like to probe.

You can specify asingle node (for example, atlas3), several nodes (for example,
atlas3,atlas5), arange of nodes (for example, atlas[1-8]), or al nodes (al l).

Enter all.
b. The script also asksif you would like to initialize hardware.

Thisrunsthe SRM init command on each node. During the probe, SRM console
variables are set, as detailed in Table 5-10.

Enter yes.

Table 5-10 SRM Console Variables

Variable Value
auto_action halt
boot_reset off
boot_osflags A
0s_type UNIX
ocp_text nodename
eia0_mode (eia0_mode if the management network interfaceis  FastFD
or the first network adapter on the node;

eib0_mode otherwise, the device name could be eib0_mode)

console serial
sys_coml_rmc off
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Table 5-10 SRM Console Variables

Variable Value
Isysvar 12
lac_act ion STANDBY
1Wol_enable YES

IFor usein HP AlphaServer DS20L systems only.

If any nodes fail the hardware probe, alist of failed nodes iswritten to the
/tmp/sra_hosts. failed file. A node may fail the hardware probe becauseit isnot at
the SRM prompt, or because cmf is misconfigured — see Section 11.8 on page 11-26 for
more details.

Thesra setup command asksif you would like to reset the failed nodes. Enter Yes.
Thesra setup command asksif youwould liketo retry the hardware probe. Enter Yes.

The sra setup command asksif you would like to initialize the hardware during the
probe. Enter Yes.

Note:

For the DS20L product, on the first node of each domain, the sra setup command
automatically runs init and wwidmgr to set the path to the HSG disks. The sra
setup command will take alittle longer to runin this case.

Thesra setup command asksif you would liketo add nodes to the RIS database. Press
Return to accept the default answer of Yes.The sra setup command configures each
node as a RIS client. During the Configure RIS section of sra setup, you are asked if
you would like to add domainsto RIS. Press Return to accept the default answer of Yes.

Thesra setup command will now prompt to add two root crontab entries (one crontab
for archiving the cm¥ logs and one crontab for backing up the RM S database). Press
Return to accept the default answer of Yes to both questions. The cmf archives will be
archived every two weeks and the RM S database backup will take place nightly.

Thesra setup command incrementally saves al information to the database, and then
exits.

Note:

After the SC database has been created, the sra setup command completes the
installation of the SRACFENGINE subset by running the cfconfig script on the
management server.
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The cfconfig command automatically runs on each cluster node when the nodeis
first booted. The cfconfig command examines the local host to populate the
appropriate fileswith default values. The cfengine daemon (cfd) startsfor thefirst
time after the cfconfig command has run.

If DNS has not been configured on the system, the cfconfig command will print an
error message when it cannot find Zetc/resolve.conf. Thisisnormal.
cfengine cannot operate unless DNS has been configured. You can run cfconfig
at alater stage once DNS s configured.

If you later wish to change any of the data in the SC database, use the sra edit command
(see Chapter 16 of the HP AlphaServer SC System Administration Guide) — it isnot
necessary to rerun the sra setup command.

See Appendix E for an example sra setup log file.
Note:

Now that you have set up the SC database, you can usethesra -c|clm|ml
command on the management server to connect to the console of any system in the
cluster. See Chapter 16 of the HP AlphaServer SC System Administration Guide for
more information about thesra -c]cl|m|ml command.

24. You will now need to start RM S on the management server. If you have a standalone
management server, this step is not necessary, so you can proceed to Section 5.3.

On a clustered management server, the following steps are necessary and mandatory. On
a standal one management server, these CAA steps do not apply.

a. Register the SC20rms resource profile with CAA asfollows:
# /usr/sbin/caa_register SC20rms

b. Start the CAA application, asfollows:

# /usr/sbin/caa_start SC20rms

For further information about configuring this CAA application, refer to Section 8.7.
You are now ready to configure out all nodes in the system, as described in Section 5.3.
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5.3 Configure Out All Nodes During Installation

While the installation is progressing, it is necessary to configure out all nodes. If the nodes
are |eft configured in, then there will be many unwanted events reporting the fact that the
nodes are not responding. Configuring out the nodes will reduce the load on the mSQL
daemon by the RMS mmanager and eventmgr. You should configure out the nodes as
follows:

atlasms# rcontrol configure out nodes "atlas[0-1023]"

In Configure the RM S Database (see Section 8.6 on page 8-10) you will have the
opportunity to create the desired partition configuration and to configure in the nodes again.

You are now ready to check al nodes in the system, as described in Section 5.4.

5.4 Check All Nodes in the HP AlphaServer SC System

Check all of the nodes in the system by performing the following steps:
*  Check the State of the Nodes (see Section 5.4.1 on page 5-45)
*  Check the System Firmware (see Section 5.4.2 on page 5-46)

5.4.1 Check the State of the Nodes

Thesra diag command examines the HP AlphaServer ES40 node using various SRM and
RMC commands, and gathers as much data as possible about the state of the specified

node(s).
Runthesra diag command on al nodes, as follows:
atlasms# sra diag -nodes 'atlas[0-1023]' -analyze no

Review the /var/sra/diag/nodename.sra_diag_report filesto check for errors or
warnings.

You are now ready to check the system firmware, as described in Section 5.4.2.

Installing: When the System Has a Management Server 5-45



Check All Nodes in the HP AlphaServer SC System

5.4.2 Check the System Firmware

Table 5-11 lists the minimum firmware versions supported by HP AlphaServer SC Version
2.6 (UK?2) for an HP AlphaServer ES40, an HP AlphaServer ESA5, and an HP AlphaServer
DS20L system.

Table 5-11 Minimum System Firmware Versions

HP AlphaServer HP AlphaServer HP AlphaServer

Firmware ES40 ES45 DS20L

SRM Console 6.2-1 6.2-8 6.3-1

ARC Console 571 Not Displayed Not Displayed
OpenVMS PAL code 1.96-103 1.96-39 1.90.71

Tru64 UNIX PALcode 1.90-104 1.90-30 1.86.68

Seriadl ROM 2.12-F 2.20-F Not Displayed
RMC ROM 1.0 1.0 Not Displayed
RMC Flash ROM 25 19 Not Displayed

Check that all nodes in your system meet these minimum system firmware requirements, by
performing the following tasks:

1. Runtheshow config command on al nodes and save the output to file, as follows:
atlasms# sra command -nodes all -command 'show config' \ tee /tmp/fw.txt
(press Return when prompted for the root password)

2. View the SRM console firmware version:
atlasms# grep -i 'SRM Console' /tmp/fw.txt

3. View the ARC console firmware version:
atlasms# grep -i 'ARC Console' /tmp/fw.txt

4. View the UNIX PALcode firmware version:
atlasms# grep -i 'PALcode' /tmp/fw.txt

5. View the Serial ROM firmware version:
atlasms# grep -i 'Serial Rom' /tmp/fw.txt

6. View the RMC ROM firmware version:
atlasms# grep -i 'RMC Rom' /tmp/fw.txt

7. View the RMC Flash ROM firmware version:
atlasms# grep -i 'RMC Flash Rom' /tmp/fw.txt

8. Deletethe output file:
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atlasms# rm /tmp/fw.txt

If necessary, update the system firmware, as described in Chapter 21 of the HP AlphaServer
SC System Administration Guide.

You are now ready to configure and diagnose the HP AlphaServer SC Interconnect, as
described in Section 5.5.

5.5 Configure and Diagnose the HP AlphaServer SC Interconnect

It isvital that these sections be performed at exactly this point in the installation.

If you neglect to perform these steps, then the remainder of the installation will have
problems and there will be no way to diagnose the root cause. Rather than duplicate the text
from the HP AlphaServer SC Interconnect Installation and Diagnostics Manual, this section
contains a number of referencesto the relevant sections of that guide. Please be careful not to
miss any steps as you refer to the sections. All steps are mandatory for successful operation
of the diagnostic tools.

Note:

Asyou follow the stepsin the instructions in the HP AlphaServer SC Interconnect
Installation and Diagnostics Manual, please be aware that the instructions within
that manual assume that all nodes are already installed and booted. However, from
the perspective of this point in this document, thisis not actually the case, and
instead only the management server isinstalled.

Examples are situations where you are prompted to restart daemons on all nodes, or
whereyou are asked to start swmserver daemons on nodes 0/1 for directly-connected
switches. As such, you should follow the stepsin the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual in so far asis possible at this point
in the installation sequence, and skip over the steps that obviously require further
nodes to beinstalled and booted. L ater, when the nodes in question are installed and
booted, the diagnostics will operate correctly, and you can elect to run the
diagnostics again as a confidence-building measure.

Installing: When the System Has a Management Server 5-47



Configure and Diagnose the HP AlphaServer SC Interconnect

5.5.1 Upgrading the HP AlphaServer SC Interconnect Control Processor

Software

Note:

This section does not apply to HP AlphaServer SC 16-port switches or old-type HP
AlphaServer SC 128-way switches. Such switches are known as directly-connected
switches, and do not have any firmware. This section only applies to the new-type
HP AlphaServer SC 128-way switches containing an HP AlphaServer SC
Interconnect control processor.

In HP AlphaServer SC Version 2.6 (UK2), the software (al so known asfirmware) running on
the HP AlphaServer SC Interconnect Control Processors has changed, and must be upgraded.
The new software image is packaged in the SWM subset, which is part of the HP
AlphaServer SC Version 2.6 (UK?2) System Software.

You should follow the steps in Section 7.2, Upgrading the HP AlphaServer SC I nterconnect
Control Processor Software and all subsections, of the HP AlphaServer SC Interconnect
Installation and Diagnostics Manual.

5.5.2 Creating an Interconnect Configuration Using SC Viewer
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To receive accurate status and diagnostic information about the HP AlphaServer SC
Interconnect, it is mandatory to create an Interconnect Configuration using SC Viewer. This
will allow the switch managers to report anomaliesin the network, and it will allow the
command-line diagnostic tools to make pass/fail decisions based on the configured size of
the network compared with the detected size of the network. Once configured, SC Viewer
will also allow the user to view the interconnect configuration and events, which isvery
important in identifying problem locations.

You should follow Section 7.3, Creating an Interconnect Configuration Using SC Viewer and
al subsections, of the HP AlphaServer SC Interconnect Installation and Diagnostics
Manual.

Note:

For systems with directly connected switches, you can simply skip over those
instructionsin the HP AlphaServer SC Interconnect Installation and Diagnostics
Manual that assume that nodes 0/1 are already installed and booted (for example, as
described in step 3 of Section 7.3.2.2, Switch Has an HP AlphaServer SC
Interconnect Control Processor).
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5.5.3 Confirming the Operation of the HP AlphaServer SC Interconnect

At this stage, the database and nodes will bein suitable condition to perform aninitial sweep
of diagnostics.

The following diagnostics should be performed:

Assign acommon clock source per rail (see Section 7.4.1 of the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual)

Verify the clock frequency on each switch module (see Section 7.4.2 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual)

Use elanenvtest to verify the switch modules (see Section 7.4.3 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual).

Note:

For directly-connected switches, please be aware that elanenvtest will only
succeed once nodes 0/1 are installed and booted with their swmserver daemons
running.

Show linksin reset (see Section 7.4.4 of the HP AlphaServer SC Interconnect
Installation and Diagnostics Manual)

Note:

For directly-connected switches, please be aware that the show linksin reset
examination will only succeed once nodes 0/1 are installed and booted with their
swmserver daemons running.

Run elanpcitest on al nodes (see Section 7.4.5 of the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual)

Run elanlinktest on al nodes (see Section 7.4.6 of the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual)

Run riscabletest on each node-level switch (see Section 7.4.7 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual)

The remaining diagnostics will be performed once the system nodes are installed (see
Chapter 8).

You are now ready to set up the SC Monitor System, as described in Section 5.6.
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5.6 Set Up the SC Monitor System

After completing the installation steps in Section 5.2, the SC Database is populated with
default entries. Asthere are many existing configurations, it is possible that the database may
not reflect entirely the system configuration. For example, it is possible that your system may
have more terminal servers than are added by default, or more switches.

Some devices, like HSG and SAN Appliance, are not added automatically in the database as
monitored devices at install time, so it is necessary to add these devices if you want to
monitor the device status.

Setting Up the SC Monitor system involves the following tasks:

* AddaSAN Appliance as Monitored Devices (see Section 5.6.1 on page 5-50)

* Change Termina Servers Monitoring Distribution (see Section 5.6.2 on page 5-50)
* Change Extreme Switches Monitoring Distribution (see Section 5.6.3 on page 5-51)
* Activate the Changes (see Section 5.6.4 on page 5-52)

5.6.1 Add a SAN Appliance as Monitored Devices

Thesra setup command does not add any entry for SAN Appliance devices. To monitor
this type of device, add the device manually as a monitored device by using the scmonmgr
add command. The command syntax is as follows:

scmonmgr add -c appliance -o object -i ip-addr -s server [-r rack -u unit]

For example:
atlasms# scmonmgr add -c appliance -o sanapp0 -i 16.21.24.13 -s atlasms

This command adds the SAN Appliance with IP 16.21.24.13 asamonitored device with
name sanapp0. The node that will perform the monitoring functions will be atlasms.

5.6.2 Change Terminal Servers Monitoring Distribution
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Immediately after installation (when sra setup has completed), the terminal servers
specified are added as monitored devices. All terminal servers areinitially monitored by the
management server, if there is amanagement server, or by the first domain otherwise.

To see theinitia distribution for terminal server monitoring functions, run the following
command:
# scmonmgr distribution -c tserver

Example (server atlasms monitors all 8 terminal servers from the system):

atlasms# scmonmgr distribution -c tserver
Class: tserver
Server atlasms monitors: atlas-tc[1-8]
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atlasms#

To add additional terminal servers to be monitored by the system, use the scmonmgr add
command.

Example:

atlasms# scmonmgr add -c tserver -o atlas-tc9 -s atlasms

Note:

A terminal server cannot be added if thereis no entry for it in the Zetc/hosts file.
The system needs to know the | P address of the terminal server.

To change the distribution of the monitoring for terminal servers, use the scmonmgr move
command as follows:
atlasms# scmonmgr move -o atlas-tc2 -s atlaslO

After thisatlas10 will perform the monitoring for atlas-tc2.

5.6.3 Change Extreme Switches Monitoring Distribution

Thesra setup process creates default entries for Extreme switches in the SC database
using the following rules:

e |If the number of nodesin the system is less than or equal to 16, a single Extreme switch
of type Summit24 will be added as a monitored device.

* If the number of nodesis between 16 and 128 (including 128), the setup process adds
three Summit48 switches for monitoring.

* If the number of nodesis greater than 128, the number of switches added for monitoring
is calculated using the following expression: {number of nodes from system / 32}. So for
a 255 nodes system, we will have 255/32 = 7 Summit48 switches added by default as
monitored devices.

Thismodel was established based on the standard configuration of the systems, but in reality,
it is possible that a system may not respect these rules and a post-install customization will be
necessary.

If necessary, you can add/remove Extreme switches from the monitoring system by using
scmonmgr command.

For example:
1. To add an Extreme switch as amonitored device

atlasms# scmonmgr add -c extreme -o extremelO -i 10.128.103.10 -s atlasms
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2. Toremove an Extreme switch as a monitored device

atlasms# scmonmgr remove -o extremelO
The monitoring of all Extreme switchesisinitialy set to be performed by the management
server if the system has one, or by the first domain otherwise. But this can be changed using
the scmonmgr move command.

5.6.4 Activate the Changes

After you have finished all the tasks required to change/customize the monitoring and
distribution of the monitoring for a system, it is necessary to activate these changes by
sending areload command to the monitoring daemons running on all nodes of the system.

Before doing this, you can analyze/display the distribution of the monitoring for the entire

system by using the following command:
atlasms# scmonmgr distribution

If you are satisfied, send the reload command to the daemons on each management server
and domain. The monitoring daemon has a reload mechanism that works on domain level. If
you send areload command to a daemon (node) from adomain, thiswill trigger the reload
for al daemons from that domain.

If no domains have been installed, then you can skip the reload process for all domains.
However, if some domains are already installed, then you can start the rel oad process for all
the daemons on all domains in the system by running the following command:

atlasms# scrun -d all '/sbin/init.d/scmon reload'

Thiswill send the reload signal (S1GHUP) to one node from each domain, and it will trigger
the reload procedure on all members from that domain.

After this, it is necessary to run the reload command on the management server:
atlasms# /sbin/init.d/scmon reload

For more information on SC Monitor management, refer to Chapter 27 of the HP
AlphaServer SC System Administration Guide.

You are now ready to assign cabinets in the SC Database, as described in Section 5.7.

5.7 Assign Cabinets in the SC Database
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The Physical view in the SC Viewer needs to know about how your HP AlphaServer SC
system is packaged, which cabinets hold nodes, terminal servers, and other pieces of
hardware. The sysman sc_cabinet menu is used to load this information into the SC
Database.
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Note:

You can skip this step now and perform it later. However, until you complete this
step, the scviewer program will be unable to display the physical relationships
between hardware components.

Also, if you are already running scviewer, please close it down before proceeding,
as the Physical view will not correctly reflect the cabinet changes you are making
until scviewer isrestarted.

5.7.1 Load the Physical Relationships

To load the physical relationships, you should follow these steps:

1.

Create adescription of cabinets in the SC Database.
Each cabinet (or rack) has the following data associated with it:

*  Number. Each cabinet has a unique number (starting at 1).

e Label. Inthisrelease, the label can be blank or the same as the number. In alater
release, you can assign a meaningful label to each cabinet.

* Area Thisalowsyou to group cabinetsinto different rooms or different areaswithin
aroom. A small system would probably have one area—a large system might have
several. The area concept is used by the scviewer when displaying cabinets, so it
helpsif an areais smaller than 20 rows of 30 cabinets (these numbers are guidelines,
you can have larger numbers).

* Position within area. The position of a cabinet within an areais specified by arow
and column number. If you drew a plan of your cabinets (as scviewer does), row 1,
column 1 ison the top left. Row numbers increase as you move downwards and
column numbers increase as you move to the right.

You can use the sysman sc_cabinet menu to create the cabinetsin an area as follows:

e  Start the sysman sc_cabinet menu (as root):
atlasms# sysman sc_cabinet

e Select the Create block of cabinets... option.

*  Specify the AreaName, First cabinet number, the label style and the number of rows
and columns you want.

e Click on Next, and confirm your choices by clicking on OK. A block of cabinetsin
thisareais now created in the SC Database.

You can repeat these steps several times for different areas or for different blocks of
cabinets.
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5.7.2 Populate Cabinets with Nodes

You can populate a block of cabinets with arange of nodes as follows:

1

6.

Start the sysman sc_cabinet menu (as root):
atlasms# sysman sc cabinet

Select the Assign nodes... option.
Enter the range of nodes that are to be placed into the cabinets.
Note:

The first node number should be O if the first node nameis atlasoO.

Enter the range of cabinet numbers where these nodes are located.

* Nodes can be placed top to bottom (the first node is on top, last on bottom) or vice
versa.

* Nodes can be placed into the cabinet range first to last (the first node is placed into
the first cabinet, the last node is placed into the last cabinet) or vice versa.

Click OK to confirm you choices. The SC Database is updated to reflect this node
placement.

You can repeat these steps several times for different ranges of nodes.

5.7.3 Populate Cabinets with Other Hardware
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You can popul ate cabinets with other hardware (terminal servers, and so on) as follows:

Note:

If you wish to modify the properties of one or more existing cabinets (for example, to
contain additional hardware) select the cabinet, and click the Modify option, to edit
the contents as described in Step 5.

Start the sysman sc_cabinet menu (as root):
atlasms# sysman sc_cabinet

Select the Cabinets... option.
This shows a menu where all existing nodes are listed.
Select Add.. to add a new cabinet.

Specify a unique number, label, area, row and column. Click OK to create the cabinet in
the SC Database.

Installing: When the System Has a Management Server



8.

Assign Cabinets in the SC Database

The Edit a cabinet dialog box now appears. This allows you to place hardware
components into the cabinet. A list on the right shows the Unassigned Objects—that is
the hardware components that have no record of their location in the SC Database. The
list does not show nodes—instead it shows other types of hardware components
(terminal server, Extreme Switch, and so on).

To place a hardware component in the cabinet, select the component and click on the
Move button. This places the component into the cabinet—so it appears in the Cabinet
Contents list on the left.

You can reorder components in the cabinet by selecting the component and clicking on
the Up and Down buttons.

To confirm your changes, click OK. The SC Database is updated.

The Cabinets... option also allows you to modify or delete existing cabinets.

When you have finished modifying the cabinet datain the SC Database, you can review the
data using the Make report... option. This menu allows you to specify afile where atextual
description of the dataiis saved. The datais saved in aformat that allows subseguent machine
processing rather than being human readable.

You are now ready to build the domains, as described in Chapter 7 (Building the Domains).
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Installing: When the System Does Not Have a

Management Server

This chapter describes how to install an HP AlphaServer SC system that does not have a
management server.

Note:

For HP AlphaServer DS20L systems, you will have a management server, so please
refer to Chapter 5 (Installing: When the System Has a Management Server) for
installation instructions.

Note:

If your system has a management server, do not use this chapter — refer to
Chapter 5 (Installing: When the System Has a Management Server) instead.

If you wish to add a management server to an HP AlphaServer SC system later —
that is, after domain creation — use the checklist provided in Appendix C to ensure
that you complete all installation tasks in the correct order.

When installing software on an HP AlphaServer SC system that does not have a management
server, install the software on Node O first.

For information on helpful tips and guidelines that may assist you when performing an HP
AlphaServer SC system installation, see Section 11.1.

The information in this chapter is structured as follows:

Set Up Node 0 (see Section 6.1 on page 6-2)
Set Up the SC Database (see Section 6.2 on page 6-24)

Check All Nodes in the HP AlphaServer SC System, Except Node 0 (see Section 6.3 on
page 6-31)
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Configure and Diagnose the HP AlphaServer SC Interconnect (see Section 6.4 on page
6-33)

Set Up the SC Monitor System (see Section 6.5 on page 6-35)

Assign Cabinetsin the SC Database (see Section 6.6 on page 6-38)

Review the SC Database Disk Settings (see Section 6.7 on page 6-41)
Transform Nade 0 into a Single Node Domain (see Section 6.8 on page 6-43)
Configure Out All Nodes During Installation (see Section 6.9 on page 6-44)

Run the HP AlphaServer SC Interconnect Tests on Node O (see Section 6.10 on page 6—
44)

Chapter 7 describes how to build domains.

Note:

Use the checklist provided in Appendix B, to ensure that you complete all
installation tasksin the correct order.

6.1 Set Up Node O
Setting up Node 0 involves the following tasks:

Set the Console Variables (see Section 6.1.1 on page 6-3)

Check the System Firmware (see Section 6.1.2 on page 6-4)

Install the Tru64 UNIX Operating System (see Section 6.1.3 on page 6-4)
Customize the System Configuration (see Section 6.1.4 on page 6-8)

Install the Latest Operating System Patch Software (see Section 6.1.5 on page 6-18)
Configure the RIS Server (see Section 6.1.6 on page 6-19)

Install the HP AlphaServer SC System Software (see Section 6.1.7 on page 6-20)
Install the HP Fortran Run-Time Libraries (see Section 6.1.8 on page 6-21)

Install Layered Products (Optional) (see Section 6.1.9 on page 6-21)

Install the SANworks Storage System Scripting Utility (see Section 6.1.10 on page 6-21)
Add sysconfigtab Parameters (see Section 6.1.11 on page 6-22)

Define the RMS Master Node (rmshost) (see Section 6.1.12 on page 6-23)
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6.1.1 Set the Console Variables

Before installing the Tru64 UNIX operating system on Node 0, you must configure the
system console.

Display the SRM console prompt on Node 0 as follows:

* If your system has afactory-installed software (FIS) kernel, it will automatically start to
boot the Tru64 UNIX operating system at power on. When prompted to continue this
boot, enter No to return to the SRM console prompt.

e If your system does not have a FIS kernel, the system will display the SRM console
prompt at power on.

To set the console variables, enter (at the SRM console prompt) the commands specified in
Table 6-1.

Table 6-1 Setting the Console Variables

PO0O>>> set auto_action HALT

PO0O>>> set eila0_mode FastFD

POO>>> set eib0_mode! FastFD?2
P00>>> set boot_osflags A
PO0>>> set boot_reset off
PO0>>> set os_type UNIX
P00>>> set console serial
PO0O>>> set sys_coml_rmc off
PO0O>>> set ocp_text nodename
PO0O>>> set bootdef _dev "*

PO0O>>> set pci_parity on

Iyou need only set the eib0_mode variable on nodes that have an external network interface.
You should set the eia0_mode variable on all nodes, for the management network.

2 When setti ng the eib0_mode variable, specify the appropriate network speed.

The remaining console variables for Node 0, and all console variables for the remaining
nodes, are automatically set during the installation process (see Section 6.2, step 22 on page
6-30).

For more information about the SRM console, see Chapter 2 of the HP AlphaServer ES40
Owner’s Guide.
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You are now ready to check the system firmware, as described in Section 6.1.2.

6.1.2 Check the System Firmware

Table 6-2 lists the minimum firmware versions supported by HP AlphaServer SC Version
2.6 (UK?2) for an HP AlphaServer ES40 and an HP AlphaServer ES45 system.

Table 62 Minimum System Firmware Versions

Firmware HP AlphaServer ES40 HP AlphaServer ES45
SRM Console 6.2-1 6.2-8

ARC Console 571 Not Displayed

OpenVMS PAL code 1.96-103 1.96-39

Tru64 UNIX PALcode 1.90-104 1.90-30

Seriadl ROM 2.12-F 2.20-F

RMC ROM 1.0 1.0

RMC Flash ROM 25 1.9

Check that Node 0 meets these minimum system firmware requirements, by entering the
show config command at the SRM prompt.

If necessary, update the system firmware, as described in Chapter 21 of the HP AlphaServer
SC System Administration Guide.

You will check the system firmware on the other nodes later (see Section 6.3.2 on page 6-31).
You are now ready to install the Tru64 UNIX operating system, as described in Section 6.1.3.

6.1.3 Install the Tru64 UNIX Operating System

Install the Tru64 UNIX operating system on Node 0, from the Tru64 UNIX Version 5.1B
Operating System Volume 1 CD-ROM, as described here and in the HP Tru64 UNIX
Installation Guide.

1. Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM into the disk
drive.

2. Initialize the hardware, asfollows:
P00>>> init

3. Identify the CD-ROM device name by running the following SRM console command:
P00>>> show device
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The show device command produces the following output:

dka0.0.0.1.1 DKAO COMPAQ BD018122C9 B016
dkal00.1.0.1.1 DKA100 COMPAQ BD018122C9 B016
dka200.2.0.1.1 DKA200 COMPAQ BD018122C9 BO016
dga0.0.0.15.0 DQAO COMPAQ CDR-8435 0013
dva0.0.0.1000.0 DVAO

€1a0.0.0.2004.1 EIAO 00-50-8B-CF-46-CC
eib0.0.0.2005.1 EIBO 00-50-8B-CF-46-CD
pga0.0.0.3.1 PGAO WWN-1000-0000-C922-391A
pka0.7.0.1.1 PKAO SCSI Bus ID 7

In this example, the CD-ROM device nameis dgao.

4. Enter thefollowing command at the SRM console prompt, to display the installation user
interface:
P00>>> boot dga0l

The system boot process can take several minutes. Several hardware-specific messages
are displayed. The more complex the system (many peripheral devices, and so on), the
longer the boot process takes.

Upon successful system boot, the installation user interface appears. The type of user
interface presented during installation depends on the hardware configuration:

*  Systems equipped with graphics consoles present a graphical user interface.

* Systemswith consoles that do not have graphics capabilities present a text-based, menu-
driven user interface.

The information you supply is the same regardless of the type of user interface, but the order
inwhich it is requested may be different. The following steps describe the steps when using
the graphical user interface:

Follow these guidelines:

1. When prompted to select alanguage in which to view the user interface, choose United
States English.

2. Thelnstalation Welcome dialog box appears. Click on the Next button.

3. TheHost Information dialog box appears. You must set several values on this screen, as
follows:

a Setthehost name. The host name should be the same as the network interface for
the management network. For example, if the system nameis atlas, the host name
should be atlasO.

Set the area.
Set the location.
Set the date.
Set the time.

® oo T
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10.

Click on the Next button.

The Set root Password dialog box appears. Set the root password for the system. The
same root password is used for al nodes. Click on the Next button.

The Software Selection dialog box appears. You must set the values on this screen as
follows:

a Choose All Software when prompted for the software that you wish to install.
b. Click on the Next button.

The Kernel Options dialog box appears, prompting you to choose the type of kernel
components to build into the kernel. Select Customize (you will choose the individual
kernel options in step 13). Click on the Next button.

The Select File System Layout dialog box appears. Select Customize File System
Layout and click on the Next button.

The Custom File System Layout dialog box appears. You must set several values on this
screen, as follows:

a.  Setthe Use LSM option to No.

You must not use LSM at this stage; instead, configure L SM after al hodes have been
added to the domain — see Section 8.11 on page 8-18.

b. Configure the recommended partition layout for the system disk.

Table 6-3 shows the recommended partition layout for an 18GB system disk, and for
a 36GB disk, on Node 0.

Table 6-3 Recommended Partition Layout for Node 0 System Disk

Size for an Size for a
File System Disk Partition 18GB Disk 36GB Disk Type
root dsk2 a 384MB 384MB AdvFS
/usr dsk2 d 5.4GB 11.1GB AdvFS
swapl dsk2 f 5.4GB 11.1GB swap
/var dsk2 e 5.4GB 11.1GB AdvFS

See Chapter 6 of the HP Tru64 UNIX Installation Guide for more information about
customizing the file system layout.

When you have entered all of the required information, click on the Next button.

The Installation Summary dialog box appears. Review the information on this screen. To
change any values, click on the Reset button. When the information is correct, click on
the Finish button.
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12.
13.

14.
15.
16.
17.
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The Ready to Begin Installation dialog box appears. Click on the OK button. The system
saves the configuration, creates the file systems, and |oads the software.

The system then automatically reboots from the system disk.

Software configuration occurs automatically after your system reboots. The Kernel Option
Selection dialog box appears. You must select at least the options listed in Table 6-4.

Table 64 Minimum Kernel Options

Selection Kernel Option

2 NTP V3 Kernel Phase Lock Loop (NTP_TIME)
3 Kernel Breakpoint Debugger (KDEBUG)

4 Packetfilter driver (PACKETFILTER)

12 SO 9660 Compact Disc File System (CDFS)

If you need to install akernel component after installation is complete, use the
doconfig(8) command. See the HP Tru64 UNIX Installation Guide for more
information.

When prompted to edit the configuration file, select No.
The kernel build procedure automatically begins after software configuration.
After the kernel build, the system reboots automatically.

Thefinal step isto log into the newly installed system as the root user. (You may see
warnings about missing license PAKs for OSF-BASE — you can ignore these until
Section 6.1.4.1 on page 6-8.)

When you log in for the first time, the Tru64 UNIX System Setup dialog box appears.
Click on the Custom Setup icon. The Tru64 UNIX Custom Setup menu appears.
Customize the system configuration, as described in Section 6.1.4.

Note:

If you choose Quick Setup, your configuration options are reduced — you will have
to rerun the sysman command to complete the configuration.
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6.1.4 Customize the System Configuration

The Tru64 UNIX Custom Setup menu offers a number of options, asillustrated in Figure 6-1.

Figure 6-1 Tru64 UNIX Custom Setup Menu

Not all of these options are mandatory. This section describes only the systems that you must
configure. For more information about the Custom Setup Menu options, see the HP Tru64
UNIX Installation Guide.

First register the licenses, as described in Section 6.1.4.1.
6.1.4.1 Register Licenses (PAKS)

A licenseis a contract with terms and conditions. Each license has an associated Product
Authorization Key (PAK), which is a set of characters.

You must use the license manager to enter the license information on each PAK into the
license database; this processis called registering alicense. Each time a user attemptsto run
alicensed product, the product calls the license-checking functionsto be sure that the license
allows the user to use the product.

For more information about licenses, see the Tru64 UNIX Software License Management
manual.
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Note:

The licenses listed below are those required to use software that is discussed
elsewhere in this document. However:
* Not all of these licenses are required.

* Thereare other licenses that may be useful. These licenses would beinstalled in a
similar way to the licenses below, but are not covered in this document.

Click on the License Manager icon (on the Custom Setup menu) to register the following
licenses:

HP AlphaServer SC System Software License (TCS-UA and ASC). Thislicenseis
required; you need this license to run the console logger daemon (cmfd), and to use the
sra setup command. See below for more information.

Remote Installation Services License (OSF-SVR). Thislicense isrequired; it is essential
for system operation.

Operating System Base License (OSF-BASE). This license supports up to two
interactive users.

Symmetric Multiprocessing (SMP) Extension to Base License (OSF-BASE). This
licenseis optional; it is only needed for each additional CPU on the system.

Concurrent Use License (OSF-USER) or Unlimited Interactive User License
(OSF-USER). These licenses are optional; they are only needed if you wish to support
interactive users.

Advanced File System Utilities License (ADVFS-UTILITIES). Thislicenseis required;
it is needed if you wish to configure additional storage in an AdvFS file domain.

HP AlphaServer SC Devel opment Software License (OSF-DEV). Thislicenseisoptiona;
itisonly needed if you wish to use the Ladebug debugger (see below) or other products
such asthe C, C++, and Fortran compilers, as well as other performance and debugging
tools.

HP AlphaServer SC System Software

The HP AlphaServer SC System Software Licenseis sold in bundles of 1-, 16-, 32-, 64-, and
128-node licenses. You can combine any of these bundles so that the total number of licenses
isequal to, or more than, the number of nodes in the HP AlphaServer SC system. For
example, you can combine one 16-node license with one 32-node license for a 48-node HP
AlphaServer SC system. The management server (if present) is not counted as a node —
although the licences must be installed on the management server.
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The HP AlphaServer SC40 QuickSpecs provide ordering information for the 1-, 16-,
32-, 64-, and 128-node licenses.

Thelicensefile for the HP AlphaServer SC System Software License contains two Product
Authorization Keys (PAKs): ASC and TCS-UA. Both of these PAKs must be installed on
the system. A PAK containsaunits field that identifies the capability of the PAK — the ASC
PAK shown in Example 6-1 contains 6400 units.

Example 6-1 Sample ASC PAK

Issuer: DEC

Authorization Number: QS-SYS-16-NODE
Product Name: ASC

Producer: DEC

Number of units: 6400

Key Termination Date: 19-MAY-2002
Activity Table Code: CONSTANT=100
Checksum: 1-ABCD-GHDN-BOCJ-CLFH

Depending on the PAK, the units are used differently, as follows:
e ASC

In LMF terms, the ASC PAK isaconcurrent-use PAK. The number of units determines
the number of nodes that are licensed — 400 units are required to license a node. When
you register and load the ASC PAKS, the LMF system combines the units of all of the
ASC PAKstogether. You will see messages to this effect when you install the second and
subsequent ASC PAKSs.

* TCSUA

In LMF terms, the TCS-UA PAK isacapacity-based PAK. The number of units
corresponds to the model of the AlphaServer — for example, an HP AlphaServer ES40
reguires 1050 units. Unlike the ASC PAK, LMF does nhot combine the units of several
TCS-UA PAKSs. When you attempt to install a second or subsequent TCS-UA PAK,
LMF will print messages saying that the PAK's were not combined. This does not matter
asyou only require one TCS-UA PAK for the system to operate correctly. It does not
matter if several TCS-UA PAKSs are registered.

The ASC and TCS-UA PAKs are delivered as a shell script containing the LMF commands
to register and install the PAKSs. If you purchased several HP AlphaServer SC System
Software Licenses (for example, a 16-node license and a 32-node license) at the same time,
you will receive asingle shell script containing the appropriate PAKs. To install the PAKS,
simply copy the script to the system and execute the script. If you later buy additional
licenses, you will receive a second shell script containing the appropriate additional PAKs—
the new script does not contain PAKs for the original licenses. To ensure that all PAKs are
installed, you should execute each shell script. You should also keep a copy of each license
shell script, in case you ever need to do a complete system reinstall.
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As mentioned earlier, when you run the second and subsequent shell scripts, you will see
messages saying that the ASC PAKs were combined but that the TCS-UA PAKs were not.
Thisisnormal.

If you do not install the ASC and TCS-UA PAKSs, or if the number of ASC unitsis not
appropriate for the number of nodes in the system, the system will not operate correctly as
follows:

* Thesra setup command will print awarning when you first specify the number of
nodes. You can ignore this warning and attempt to continue. However, you may be
unable to operate parts of the system at alater stage.

*  The console management daemon (cmfd) will not start. You will be unable to access
node consoles. A message will be printed to the /var/sra/adm/1og/cmfd/
cmfd_<hostname>_<port>.log file.

The shell script automatically registers and loads the ASC and TCS-UA PAKSs. If you
inadvertently unload the PAKSs, the system will not operate — that is, a PAK must be both

registered and loaded for it to work. You can tell how many units are loaded as follows:
# 1lmf list full cache for ASC

You can load previously registered ASC and TCS-UA PAKsasfollows:

# 1mf load 0 ASC
# 1lmf load 0 TCS-UA

The Ladebug Debugger

The Ladebug debugger, distributed with Tru64 UNIX Version 5.1B, is a symbolic source-
level debugger that supports debugging of ADA, C/C++, Fortran, and Fortran 90
applications. RM S uses the Ladebug debugger to print a back trace when an application core
dumps.

To use the Ladebug debugger, you need the OSF-DEV license. You can obtain thislicense by
purchasing, for example, HP AlphaServer SC Development Software, or Developer's Toolkit
for Tru64 UNIX.

Note:

If you are not licensed to use the Ladebug debugger, RM S will not print a back trace.

When you have completed the license PAK registration, click on the Exit button to return to
the Custom Setup Menu.

You are now ready to configure the networks, as described in Section 6.1.4.2.
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6.1.4.2 Set Up Networks

Click on the Network Setup Wizard icon (on the Custom Setup menu) to configure the
management and external networks. This displays a submenu as shown in Figure 6-2.

Network Setup W

et up the netw: fisurati our UNIX

wing networking

finish at the end of Network Setup.

ce the information Netwerk Setup requests.

tart eetting up thi tem.

Figure 6-2 Tru64 UNIX Network Setup Wizard Menu
Configure the networks as follows:
1. Click onthe Next button to display the Set up Network Interface Card(s) screen.

Set up the network interface cards using the settings provided in Table 6-5, where atlas
isan example system name, and x.x.x.x andy .y .y .y are site-dependent values
(recorded in Appendix D).

Table 6-5 Network Interface Cards on Node O

Network Type Device Name Host Name IP Address Network Mask
Management ee0 atlas0 10.128.0.1 255.255.0.0
External eel atlasO-extl X.X-X.X Y.y.y.y

2. Click onthe Next button to display the Set Up Static Routes screen.
Set up a default static route, as follows:
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a. Click on the Add button to display the Network Setup: Set Up Static Routes: Add/
Modify screen.

Set the Destination Type to Default Gateway.
. Inthe Gateway field, enter the external gateway |P address (see Appendix C).
d. Set the Route Viaoption to Gateway, and click on the OK button.
Note:

The default route for each node added to adomain is automatically set to the IP
address of the first node in the domain.

Click on the Next button to display the Set Up Routing Services screen.
You must set the routing services using the settings provided in Table 6-6:

Table 66 Routing Services

Question Answer

Do you want to set up a routing service for this system: Yes (use gated)

Do you want to run this system as an IP Router: Yes

Click on the Next button to display the Set Up Hosts File screen.

The hosts file will automatically contain the entries listed in Table 6-7. The following

notes apply to Table 6-7:

* atlas isan example system name.

*  X.X.X.X representsasite-specific value (recorded in Appendix D).

e DNSserversand NIS servers will be added later (see Section 6.1.4.3 on page 6-14
and Section 6.1.4.6 on page 6-16 respectively).

Note:

Thesra setup command will update the Zetc/hosts fileto add an entry for all
of the hosts associated with the cluster (for example, atlasl, atlas2, ...,
atlas127) aswell as each cluster alias (see Section 6.2, step 10 on page 6-26).

Table 6—7 Hosts File When Configuring Node 0

IP Address Host Name Aliases/Comments

127.0.0.1 localhost
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Table 6—7 Hosts File When Configuring Node 0

IP Address Host Name Aliases/Comments
10.128.0.1 atlas0!
XXX X atlasO-ext1?

Thisvalueisnot displayed, but if you try to add it, you will be told that it is already in
the hostsfile.

2The /etc/hosts file may not contain the entries as shown in Table 6-7. If you are
using the Network Setup Wizard, these entrieswill exist after you have completed all
the Network Setup Wizard steps and select finish.

5. Click on the Next button to display the Set Up Hosts Equivalency File screen. Do not set
up a hosts equivalency file.
6. Click on the Next button to display the Set Up Remote Who Services screen. Select No.

7. Click on the Next button to display the Set Up the System as a DHCP Server screen.
Select No. Accept the default setting of Log No Messages.

8. Click onthe Next button to display the Set Up Networks File screen. Click on the Next
button to skip this step.

9. Click on the Finish button to return to the Custom Setup menu. When prompted to restart
services, select Yes.

You are now ready to configure Domain Name Service / Berkeley Internet Name Daemon
(DNS/BIND), as described in Section 6.1.4.3.

6.1.4.3 Configure DNS (BIND)
Note:

HP AlphaServer SC Version 2.6 (UK2) supports configuring the system asa DNS
client only — do not configure the system as a DNS server.

If you wish to configure DNS, perform the following steps:

1. Click onthe DNS (BIND) Configuration icon (on the Custom Setup menu) to display the
DNS (BIND) Configuration screen.

2. Double click on the Configure System as a DNS Client entry.

3. When prompted to add the DNS server to the hostsfile, enter the local domain and click
Add.

4. When prompted to update the host name, select No (see Note below).
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Note:

If you select Yes, the host name is changed. If the host name is changed, RM S will
not work (because the rmshost attribute in the RM S database is wrong). If you
change the host names (by selecting Yes), log onto each node in turn and change the
host name back to the original value, by removing the domain name.

5. Click on the Exit button to return to the Custom Setup menu.

For more information about configuring DNS (BIND), see Chapter 22 of the HP
AlphaServer SC System Administration Guide.

You are now ready to configure the Network Time Protocol (NTP), as described in Section
6.1.4.4.
6.1.4.4 Configure NTP

Click onthe NTP Configuration icon (on the Custom Setup menu) to configure the Network
Time Protocol (NTP). You must know the name of an NTP server that is accessible through
the external network interface on the first node (Nodes 0, 32, 64, or 96). Perform the
following steps as the root user:

1. Double click on the Configure System as an NTP Client entry.

2. Click on the Add button, and enter the hostname of the NTP server on the external
network.

Note:

The hostname of the NTP server does not need to be fully qualified. After network
configuration, you can check to see that external network connection isvalid by
trying to ping one of the NTP servers. Otherwise the NTP restart will hang when it
tries to start the service.

3. Set the Mode to Server. Accept the default settings for Version and Key Number.
Click on the OK button to return to the Configure System as an NTP Client screen.

Click on the OK button to return to the Custom Setup Menu. When prompted to start
xntpd, click on the Yes button.

For more information about configuring NTP, see Chapter 22 of the HP AlphaServer SC
System Administration Guide.

You are now ready to configure the Network File System (NFS), as described in Section
6.1.4.5.
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6.1.4.5 Configure NFS

Click on the NFS Configuration icon (on the Custom Setup menu) to display the NFS
Configuration screen, and perform the following steps..

1. Double click on the Configure System as an NFS Client entry and accept the default
settings.

2. Double click on the Configure System as an NFS Server entry and accept the default
Settings.

Ensure that the Enable Locking check box is selected (thisis the default setting).
3. When prompted to restart the NFS daemons, select Yes.
4. Click onthe Exit button to return to the Custom Setup menu.

For more information about configuring NFS, see Chapter 22 of the HP AlphaServer SC
System Administration Guide.

You are now ready to configure the Network Information System (NIS), as described in
Section 6.1.4.6.

6.1.4.6 Configure NIS
If you wish to configure the Network Information System (NI1S), perform the following steps:
Note:

The installation of the HP AlphaServer SC RM S subset automatically adds a UNIX
user named "rms" and a UNIX group named "rms" with specific identifiers.

However, the RM S subset installation will fail if any of the following already existin
the NIS database on the NIS master server:

— any group or user named "rms"

— any user with uid=15

— any group with gid=200

Such entries in the NIS database must be removed before proceeding. If you cannot
remove such entries from the NI'S database, then do not configure NIS at thistime.
NIS may be configured after the entire system is configured, however, this can be a

security issue as NIS users with uid=15 or gid=200 will have accessto RMSfileson
the HP AlphaServer SC system.

1. Click on the NIS Configuration icon (on the Custom Setup menu) to display the NIS
Configuration screen.
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Enter and confirm your system’s NI'S domain name.
Choose option 2 to indicate that you are configuring a slave server.
Note:

HP AlphaServer SC Version 2.6 (UK2) supports configuring Node 0 asa NIS slave
server only. Do not configure the system as a NI'S master.

4. When prompted to copy the current maps from the master server, select Yes.

5. When prompted, please provide the NIS MASTER server for the domain.

8.
9.
10.
11.

12.
13.
14.
15.

If prompted to add the NIS server to the hostsfile, select Yes and subsequently enter the
relevant details.

When prompted regarding enhanced security, select No.

When prompted regarding maintaining maps as "btree" files, select No.
When prompted to use ypbind secure mode (option -s), select Yes.
When prompted to use ypbind domain locks (option -S), select Yes.

When prompted, enter the NISMASTER in addition to the slave server itself in the list
of authorized NIS servers.

When prompted, choose option 3 to disallow all ypset requests.

When prompted to configure the system to use all of the NIS databases, select Yes.
When prompted to start the NIS daemons now, select Yes.

Click on the Finish button to return to the Custom Setup menu.

For more information about configuring NIS, see Chapter 22 of the HP AlphaServer SC
System Administration Guide.

You are now ready to configure mail, as described in Section 6.1.4.7.

6.1.4.7 Configure Mail

Click on the Mail Configuration icon (on the Custom Setup menu) to configure mail.

Note:

You must configure mail.

Perform the following steps as the root user:

1

Double click on the Configure Mail as a Client entry.
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If DNS has not been set up, awarning is displayed.
2. Enter the mail server, and click the Commit button.
3. Select the Yes option to restart sendmail.
4. Select the Close option to return to the Custom Setup menu.

For more information about configuring mail, see Chapter 22 of the HP AlphaServer SC
System Administration Guide.

You are now ready to configure printers, as described in Section 6.1.4.8.

6.1.4.8 Configure Printers

If you wish to configure printers, click on the Printer Configuration icon (on the Custom
Setup menu) and configure printers as described in Chapter 6 of the Tru64 UNIX Network
Administration manual.

Note:

HP AlphaServer SC Version 2.6 (UK 2) supports remote printing only — do not
attach a printer directly to the HP AlphaServer SC system.

Click on the Finish button to return to the Custom Setup menu. Click on the Exit button to
return to the operating system prompt.

For more information about the other configuration options, such as security, see the HP
Tru64 UNIX Installation Guide.

You are now ready to install the latest operating system patch, as described in Section 6.1.5.
6.1.5 Install the Latest Operating System Patch Software

Install the Tru64 UNIX patch software on the management server.
Note:

For HP AlphaServer SC Version 2.6 (UK2), you should load Tru64 UNIX Version
5.1B-3 (also known as Tru64 UNIX Version 5.1B Patch Kit 5) only.

The operating system patch software kit (T64V51BB26AS0005-20050502 . tar) is

available from the following location:
<http://www.itrc.hp.com/>

or from your local HP support representative.

6-18 Installing: When the System Does Not Have a Management Server



Set Up Node O

You are now ready to configure the remote installation services (RIS) server, as described in
Section 6.1.6.

6.1.6 Configure the RIS Server

Installation of the Tru64 UNIX operating system on the remaining nodes of each domain will
be performed using a Remote Installation Services (RIS) server. The RIS server allows each
new member to boot a network vmuniix.

The RIS server isaso necessary for performing particular diagnostics during the installation
phase. It isimportant to configure the RIS server at this stage and before you install the HP
AlphaServer SC software in section Install the HP AlphaServer SC System Software (see
Section 6.1.7 on page 6-20).

Configure Node 0 as a RIS Server, asfollows:

1.

10.

Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk
drive.

If it is not already mounted, mount the CD-ROM (see Section 6.1.7, step 2 on page 6-20).

Run the ris command as the root user, as follows:
atlasO# ris

Choosethe Install software products option by entering i at the prompt:
Enter your choice: |

The RIS Installation menu displays the installation options. Choose option 1, the
Install software into a new area option.

Enter the full pathname for the distribution media, as follows:

Enter the device special file name or the path of the directory
where the software is located

(for example, /mnt/ALPHA/BASE): /cdrom/ALPHA/BASE

Choose the standard boot method.

Choose to extract the software from the Tru64 UNIX Version 5.1B Operating System
Volume 1 CD-ROM.

Note:

If you choose to link to the CD-ROM instead of extracting the software, the
installation process is considerably slower.

Choose to install al mandatory and all optional subsets (option 72).
Enter y to confirm that the subset list is correct. The subset extraction process begins.
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Do not configure any RIS clients at this time — configure RIS clients later using the sra
setup command (see Section 6.2, step 22 on page 6-30).

Note:

For information on RIS security recommendations, see Section 10.2.4, page 10-10.

You are now ready to install the HP AlphaServer SC installation utility (SRA) software, as
described in Section 6.1.7.

Note:

You can rebuild the kernel up to the point where the HP AlphaServer SC softwareis
installed.

6.1.7 Install the HP AlphaServer SC System Software

To install the HP AlphaServer SC software on Node 0, perform the following steps as the
root user:

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.

2. Mount the CD-ROM asthe root user, asfollows:
a.  Create amount point for the CD-ROM, by running the following command:
atlasO# mkdir /cdrom

b. Mount the CD-ROM? asfollows:
atlasO# mount -r /dev/disk/cdromOc /cdrom

For more information about mounting a CD-ROM, see Appendix B of the HP Tru64
UNIX Installation Guide.

3. Changeto the directory in which the kits are stored, as follows:
atlasO# c¢d /cdrom/kits

4. Install the HP AlphaServer SC software. From the kits directory above, if you do not

have a management server, run the following command:
atlasO# ./InstallSC -install -noms

You are now ready to install the HP Fortran Run-Time Libraries, as described in Section
6.1.8.

1. Seethe HP Tru64 UNIX Installation Guide for more information on how to identify the CD-ROM
device name. The CD-ROM device name in this exampleis /dev/disk/cdromOc.
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6.1.8 Install the HP Fortran Run-Time Libraries

To install the HP Fortran Run-Time Libraries, perform the following steps:

1

Insert the Tru64 UNIX Version 5.1B Operating System Volume 1 CD-ROM in the disk
drive.

If itis not already mounted, mount the CD-ROM (see Section 6.1.7, step 2 on page 6-20).

Install the HP Fortran Run-Time Library, as follows:
atlasO# cd /cdrom/DEC_Fortran RTL/kit
atlasO# setld -1 .

You are now ready to install layered products, as described in Section 6.1.9.

6.1.9 Install Layered Products (Optional)

This step is optional. If you wish to install layered products (for example, CXML Compaq
Extended Math Library), do so at this point, if possible.

If the product has alicense (PAK), install the license now. Licenses added to the first domain
member are propagated to new members added to the domain.

You are now ready to install the SANworks Storage System Scripting Utility, as described in
Section 6.1.10.

6.1.10 Install the SANworks Storage System Scripting Utility

The SANworks Storage System Scripting Utility (SSSU) is required so that the SC Monitor
system can monitor HP SANworks Management Appliance and HSV 110 RAID System
devices. If your system does not have a SANworks Management Appliance or HSV110
RAID System, you can skip this step.

To install the SANworks Storage System Scripting Utility, follow these steps:

1
2.

Order HP SANworks Tru64 UNIX Kit for Enterprise Virtual Array.

This kit contains a CD-ROM. Mount the CD-ROM as the root user, as follows:

a.  Create amount point for the CD-ROM, by running the following command:
atlasO# mkdir /cdrom

b. Mount the CD-ROM asfollows:

atlasO# mount -r /dev/disk/cdromOc /cdrom

For more information about mounting a CD-ROM, see Appendix B of the HP Tru64
UNIX Installation Guide.

Change to the directory in which the kits are stored, as follows:
atlasO# cd /cdrom

Install the software, as follows;
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atlasO# setld -1 .

*** Enter subset selections ***

The following subsets are mandatory and will be installed automatically
unless you choose to exit without installing any subsets:

* Enterprise v2 For Tru64 Unix

You may choose one of the following options:
1) ALL of the above

2) CANCEL selections and redisplay menus

3) EXIT without installing any subsets

Estimated free diskspace(MB) in root:646.3 usr:

Enter your choices or press RETURN to redisplay menus.
Choices (for example, 1 2 4-6): 1

You are installing the following mandatory subsets:
Enterprise v2 For Tru64 Unix

You are installing the following optional subsets:
Estimated free diskspace(MB) in root:646.3 usr:1716.8
Is this correct? (y/n):y

5. When the setld command has completed, createalink to Zusr/bin/sssu, asfollows:
atlasO# 1ln -fs /usr/opt/ENTP002/sbin/sssu /usr/bin/sssu
This step isimportant, because the monitoring scripts expect the sssu binary to be
located in the Zusr/bin directory.

You are now ready to add the sysconfigtab parameters, as described in Section 6.1.11.

6.1.11 Add sysconfigtab Parameters

The Tru64 UNIX operating system includes various subsystems that are used to define or
extend the kernel. Kernel variables control the behavior of these subsystems, or track
subsystem statistics since boot time.

Kernel variables are assigned default values at boot time. For certain configurations and
workloads, especially memory- or network-intensive systems, the default values of some
attributes may not be appropriate, so you must modify these values to provide optimal
performance. You can modify the values of kernel variable attributes by adding
sysconfigtab parametersto the Zetc/sysconfigtab file.

The recommended sysconfigtab parameters are provided in the file /Examples/
sysconfigtab onthe HP AlphaServer SC System Software CD-ROM. This sample
sysconfigtab file assumes a memory size of 4GB.

Note:

The sysconfigdb commands below will apply the values from this sample
sysconfigtab file. Before issuing the sysconfigdb commands, review the
/cdrom/Examples/sysconfigtab file.
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If necessary, copy thefile to atemporary area on your system and modify the values
— then specify the location of the modified file in the sysconfigdb commands.

Note that the default value for the shm_max attribute is 4GB.

To add the recommended sysconfigtab parameters on Node O, perform the following steps:
1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. If itisnot aready mounted, mount the CD-ROM (see Section 6.1.7, step 2 on page 6-20).

3. Add the parametersto the Zetc/sysconfigtab file by running the sysconfigdb(8)

command as the root user, asfollows:
atlasO# sysconfigdb -m -f /cdrom/Examples/sysconfigtab

4. When creating a new domain member (see Section 7.4 on page 7-23), the
clu_add_member command usesthe Zetc/ .proto. .sysconfigtab fileinstead of
the Zetc/sysconfigtab file. Therefore, you must update the

/etc/ .proto. .sysconfigtab file asfollows:
atlasO# sysconfigdb -m -t /etc/.proto..sysconfigtab -f
/cdrom/Examples/sysconfigtab

For more information about kernel variables and sysconfigtab parameters, see the Tru64
UNIX System Configuration and Tuning manual.

You are now ready to run the sra setup command, as described in Section 6.2.

6.1.12 Define the RMS Master Node (rmshost)
Define Node 0 to be the RM S master node; that is, the rmshost system.

To do this, update the /etc/hosts file on the management server, to define rmshost asa

host alias for Node 0, as shown in the following example:
10.128.0.1 atlasO rmshost

If using a C shell, run the rehash command, as follows:
atlasO# rehash

Start the mSQL daemon, as follows:
atlasO# /sbin/init.d/msqld start

You may see an error indicating that the mSQL daemon was already running. Ignore thiserror.

You are now ready to run the sra setup command, as described in Section 6.2.
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6.2 Set Up the SC Database
Note:

The SC database supersedes both the SRA database (theflat file /var/sra/sra-
database.dat) and the RMS database (also a SQL -based database).

Set up the SC database on Node 0 by running the following commands as the root user:

1. If you have asecond rail in each HP AlphaServer ES40 system, but the rail is either
currently unconnected or powered off, then you must first remove the second
(expansion) elan card from the nodes before performing the sra install step. When
prompted during the sra setup dialog, please answer that the system will have one
rail. Later, once the domains are built and all members added, the second rail can be
added as a post-installation step by following the instructions in Section 8.13. Please
refer to Section 3.5 for details on PCI slot selection rules.

2. Plan the domain attributes (see step 5) and record them in Appendix D.

3. Ensurethat all nodes are halted; that is, that they are powered up at the SRM console
prompt.

Note:

For some system installations that use CAA for the RM S service, thereisa
possibility that rmsbuild will report awarning during sra setup. If thiswarning
occurs, it can be ignored and you should answer "yes' when prompted. The warning
isbeing ignored asit will automatically be handled later by the CAA startup script
for RMS.

4. Runthesra setup command to create and populate the SC database, as follows.
atlasO# sra setup

Thisinformation is needed by other sra commands.
5. Thesra setup command prompts you for the following information:
—  System namet!
— Number of nodes
—  Number associated with first domain and node?
— Management Server name
— Hardware type of the system
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— Number of Cluster Interconnect Rails used in the system
— Number of domainsin the system

— Management Network | P address

—  Cluster Interconnect IP address for Node 0*

—  System Interconnect | P address for Node 02

— Terminal server model

— Number of ports on the termina server
(if you do not accept the default terminal server model)

— |Paddress of first terminal server

— First port on first terminal server

— Interconnect Switch |P address at Node Level and Top Level for each Rail
— IPaddressfor the Preferred Server cluster alias base address

6. Thesra setup command displays these settings and asks you to confirm that they are

correct. If any settings are incorrect, enter No and repeat step 5. When all settings are
correct, enter Yes.

7. Thesra setup command prompts you to indicate whether you would like automatic
cluster configuration.

. The HP AlphaServer SC installation process uses the system name (which cannot end with adigit) to
derive both the cluster alias names and the host names of each member in the domain. For example,
in a 64-node system with system name atlas, the cluster aliases will be atlasD0 and atlasD1,
while the node host names will be atlaso, atlasli, ..., atlas63.

Note that if the number of nodesislessthan or equal to 32, the cluster alias name will be the same as
the system name — in the above example, the cluster alias name would be atlas. If you later
increase the number of nodes to 33 or more, you must create a second domain (atlasD1), and
rename the original cluster alias (from atlas to atlasDO0).

. Domain and node names in a system typically start at 0, for example atlasDO, atlas0. However, it
ispossible to start at a different number, for example atlasD32, atlas1024.

. The Cluster Interconnect network isan IP network provided by TruCluster Server. This network only
spans adomain. This network is an artifact of the TruCluster Server software and is not intended for
end-user use. This network is denoted by the i cs suffix.

. The System Interconnect network is layered on the HP AlphaServer SC Interconnect, and spans al
nodes connected to the HP AlphaServer SC Interconnect. This network can be configured with
externally routable I P addresses (instead of the default 10.* network). For example, this allows you
to perform high-speed FTP by routing through high-performance interfaces on externally connected
nodes. Note that such use will impact bandwidth availability to parallel jobs. This network is denoted
by the e p suffix.
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626

10.

11.

12.

13.

14.
15.

Note:

If you have allocated external node IP addresses and cluster alias | P addresses
according to the scheme mentioned in Section 2.2, and if all domainsin the system
(except possibly the first and last) are composed of the same humber of nodes, enter
Yes when the sra setup command prompts you to indicate whether to use
automatic cluster configuration. If you enter Yes, sra setup will prompt you to
enter the cluster sizes and the two base IP addresses. sra setup will check the IP
addresses, and then it will automatically enter configuration information for each
cluster into the database, saving you from having to answer several questions for
each cluster.

Thesra setup command prompts you for the following information for each domain:
— Number of Nodes in the First Cluster

— Number of Node in Subsequent Clusters

— External network IP address for First Node

— IPaddressfor cluster alias

Thesra setup command automatically assigns the | P addresses and prompts you to
add the nodes to the database.

Thesra setup command asksif you would like to update the Zetc/hosts file. Press
Return to accept the default answer of Yes. The sra setup command adds an entry to
the /etc/hosts file for each IP address specified in steps 5 and 7 above.

Thesra setup command asks which host should run console monitor (the cmf utility).
Press Return to accept the default value (the current node). The sra setup command
starts cmf, and informs you of the location of the cmf log file.

The sra setup command asksif you would like to configure the terminal server(s).
Press Return to accept the default answer of Yes; the sra setup command configures
the terminal server ports.

Thesra setup command asksif you would like to configure an alternate boot device.
Enter yes.

Thesra setup command asksif you would liketo use an dternate boot device. Enter yes.

Thesra setup command promptsyou for the information needed to configure the boot
device(s). You can accept the default values for all settings except the SRM device name.
To enter avalue for the SRM device name, perform the following steps:

a. Enter the SRM device name for the primary boot disk at the SRM device name
for primary boot disk? prompt. If you do not know the SRM device name,
enter probe.
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b. If prompted, enter the host name of a generic node that is currently at the SRM
prompt. Thisisonly necessary if you entered probe in step 15a. above.

If you enter the host name of a node that is not currently at the SRM prompt, the
hardware probe will fail.

c. Thesra setup command displays the settings for the primary boot disk, including
the SRM device name. To accept these settings, enter y. To change any setting, enter
n, enter the item number of the setting to be changed, and enter the new value.

You can set the alternate boot device in asimilar way.

Table 6-8 shows the recommended boot disk partition configuration when the memory
sizeis4GB and each boot disk isa 36GB disk.

Table 6-8 Recommended Boot Disk Partition Configuration

Partition Description Recommended Size (% and GB)

Boot Disk Only Boot Disk and Alternate Boot

b swap 30% = 10.8GB 15% = 5.4GB on each disk
d /local 35% = 12.6GB 42% = 15.2GB on each disk
e ftmp 35% = 12.6GB 43% = 15.4GB on each disk

For a 36GB disk, the swap space is calculated as 2.5 times the physical memory size.
However, for an 18GB disk, the swap space is calculated as 1.25 times the physical
memory size, which you may consider to be too low. Think carefully before accepting

the default partition values.
Note:

If you configure an aternate boot disk and have chosen to use the alternate boot disk,

its swap space is added to the sysconfigtab file; that is, you spread the swap space

across the two disks. Also, the tmp and local partitions on the alternate boot disk

are mounted on /tmp1 and /local 1 respectively. You should take thisinto account

when deciding the partition percentages, as follows:

— If configuring only one boot disk, use the values specified in the third column of
Table 6-8.

— If configuring a boot disk and an alternate boot disk, use the values specified in the
fourth column of Table 6-8.

Thesra setup command asksfor the information needed to configure the primary boot
disk.

Installing: When the System Does Not Have a Management Server 6-27



Set Up the SC Database

17.

18.

19.

20.

21.

Press Return to accept the default answer. The SRM device nameis not required to
complete the installation.

Thesra setup command asks for the information needed to configure the Cluster /
/usr and/var disk.

Press Return to accept the default answer for all settings. The SRM device name is not
required to compl ete the installation.

TheDisk Location Identifier isrequired but at this point you can accept the default value.
After running sra setup theidentifiers can be updated using sra edit (see Section
7.2).

The sra setup command asks for the information needed to configure the backup
cluster disk.

Press Return to accept the default answer for al settings. The SRM device nameis not
required to complete the installation.

The Disk Location Identifier is required but at this point you can accept the default value.
After running sra setup theidentifiers can be updated using sra edit.

Thesra setup command asksfor the information needed to configure the generic boot
disk.

Press Return to accept the default answer for all settings. The SRM device name is hot
required to compl ete the installation.

The Disk Location Identifier isrequired but at this point you can accept the default value.
After running sra setup theidentifiers can be updated using sra edit.

Thesra setup command prompts you for the SRM device name and the UNIX device
name for the management and external LAN adapters. You can accept the default value,
or enter anew value, or use probe as described in step 15.

Note:

For an external LAN adapter, if the external LAN device name is unknown, you can
accept the default SRM device name (for example, eia0) but you must enter the
appropriate UNIX device name. Page xxix lists the SRM and UNIX device names
for the supported network adapters.

Thesra setup command asksif you would like to probe each node in the cluster for its
hardware ethernet (MAC) address.
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Note:

The probe command will return the MAC address of the first network interface
only. Thesra edit command may be used to set the MAC address manually (see
Section C.1, step 4 on page C-3).

Enter yes — the sra setup command asks two additional questions:

a. The script asks which nodes you would like to probe.

You can specify a single node (for example, atlas3), severa nodes (for example,
atlas3,atlas5), arange of nodes (for example, atlas[1-8]), or al nodes
(al).

Enter atlas[1-127].
b. The script also asksif you would like to initialize hardware.

Thisrunsthe SRM init command on each node. During the probe, SRM console
variables are set, as detailed in Table 6-9.

Enter yes.

Table 6-9 SRM Console Variables

Variable Value
auto_action halt
boot_reset off
boot_osflags A
0s_type UNIX
ocp_text nodename
eia0_mode (eia0_mode if the management network interfaceis  FastFD
or the first network adapter on the node;

eib0_mode otherwise, the device name could be eib0_mode)

console serial
sys_coml_rmc off

If any nodes fail the hardware probe, alist of failed nodesiswritten to the
/tmp/sra_hosts. fai led file. A node may fail the hardware probe becauseit is not at
the SRM prompt, or because cmf is misconfigured — see Section 11.8 on page 11-26 for
more details.
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Note:

If you specified al I in step aon page 6-29, you will get a message that Node 0 has
failed the hardware probe — ignore this message. Node O fails the hardware probe
becauseit isnot at the SRM prompt. If you wish, you can set MAC address manually
using thesra edit command (see Section C.1, step 4 on page C-3).

Thesra setup command asksif you would like to reset the failed nodes. Enter Yes.
Thesra setup command asksif you would liketo retry the hardware probe. Enter Yes.

Thesra setup command asksif you would like to initialize the hardware during the
probe. Enter Yes.

22. Thesra setup command asksif you would like to add nodes to the RIS database. Press
Return to accept the default answer of Yes. Thesra setup command configures each
node as a RIS client. During the Configure RIS section of sra setup, you are asked if
you would like to add domainsto RIS. Press Return to accept the default answer of Yes.

23. Thesra setup command will now prompt to add two root crontab entries (one crontab
for archiving the cm¥ logs and one crontab for backing up the RM S database). Press
Return to accept the default answer of Yes to both questions. The cmf archives will be
archived every two weeks and the RM S database backup will take place nightly.

24. Thesra setup command saves all information to the database, and then exits.
Note:

After the SC database has been created, the sra setup command completes the
installation of the SRACFENGINE subset by running the cfconfig script on Node
0.

The cfconfig command automatically runs on each cluster node when the nodeis
first booted. The cfconfig command examines the local host to populate the
appropriatefileswith default values. The cfengine daemon (cfd) startsfor thefirst
time after the cfconfig command has run.

If DNS has not been configured on the system, the cfconfig command will print an
error message when it cannot find Zetc/resolve.conf. Thisis normal.
cfengine cannot operate unless DNS has been configured. You can run cfconfig
at alater stage once DNS s configured.

If you later wish to change any of the datain the SC database, use the sra edit command
(see Chapter 16 of the HP AlphaServer SC System Administration Guide) — it isnot
necessary to rerun the sra setup command.
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See Appendix E for an example sra setup log file.
Note:

Now that you have set up the SC database, you can usethesra -cjcl|m|ml
command on Node 0 to connect to the console of any system in the cluster. See
Chapter 16 of the HP AlphaServer SC System Administration Guide for more
information about thesra -c]cl|m]ml command.

You are now ready to check all nodes (except node 0), as described in Section 6.3.

6.3 Check All Nodes in the HP AlphaServer SC System, Except
Node O

Check all of the nodes in the system by performing the following steps:
*  Check the State of the Nodes (see Section 6.3.1 on page 6-31)
*  Check the System Firmware (see Section 6.3.2 on page 6-31)

6.3.1 Check the State of the Nodes

Thesra diag command examines the HP AlphaServer ES40 node using various SRM and
RMC commands, and gathers as much data as possible about the state of the specified
node(s).

Runthe sra diag command on al nodes, asfollows:
atlasO# sra diag -nodes 'atlas[1-1023]' -analyze no

Review the /var/sra/diag/nodename.sra_diag_report filesto check for errors or
warnings.

You are now ready to check the system firmware, as described in Section 6.3.2.
6.3.2 Check the System Firmware

Table 6-10 lists the minimum firmware versions supported by HP AlphaServer SC Version
2.6 (UK2) for an HP AlphaServer ES40, an HP AlphaServer ES45, and an HP AlphaServer
DS20L system.

Table 610 Minimum System Firmware Versions

HP AlphaServer HP AlphaServer HP AlphaServer
Firmware ES40 ES45 DS20L

SRM Console 6.2-1 6.2-8 6.3-1
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Table 6-10 Minimum System Firmware Versions

HP AlphaServer HP AlphaServer HP AlphaServer

Firmware ES40 ES45 DS20L

ARC Console 571 Not Displayed Not Displayed
OpenVMS PAL code 1.96-103 1.96-39 1.90.71

Tru64 UNIX PALcode 1.90-104 1.90-30 1.86.68

Seriadl ROM 2.12-F 2.20-F Not Displayed
RMC ROM 1.0 1.0 Not Displayed
RMC Flash ROM 25 19 Not Displayed

Check that all nodesin your system meet these minimum system firmware requirements, by
performing the following tasks:
1. Runtheshow config command on all hodes and save the output to file, asfollows:

atlasO# sra command -nodes all -command 'show config' |tee /tmp/fw.txt
(press Return when prompted for the root password)

2. View the SRM console firmware version:
atlasO# grep -i 'SRM Console' /tmp/fw.txt

3. View the ARC console firmware version:
atlasO# grep -i 'ARC Console' /tmp/fw.txt

4. View the UNIX PALcode firmware version:
atlasO# grep -i 'PALcode' /tmp/fw.txt

5. View the Seriad ROM firmware version:
atlasO# grep -i 'Serial Rom' /tmp/fw.txt

6. View the RMC ROM firmware version:
atlasO# grep -i 'RMC Rom' /tmp/fw.txt

7. View the RMC Flash ROM firmware version:
atlasO# grep -i 'RMC Flash Rom' /tmp/fw.txt

8. Deletethe output file:
atlasO# rm /tmp/fw.txt

If necessary, update the system firmware, as described in Chapter 21 of the HP AlphaServer
SC System Administration Guide.

You are now ready to configure and diagnose the HP AlphaServer SC Interconnect, as
described in Section 6.4.
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6.4 Configure and Diagnose the HP AlphaServer SC Interconnect

It isvital that these sections be performed at exactly this point in the installation.

If you neglect to perform these steps, then the remainder of the installation will have
problems and there will be no way to diagnose the root cause. Rather than duplicate the text
from the HP AlphaServer SC Interconnect Installation and Diagnostics Manual, this section
contains a number of referencesto the relevant sections of that guide. Please be careful not to
miss any steps as you refer to the sections. All steps are mandatory for successful operation
of the diagnostic tools.

Note:

Asyou follow the steps in the instructions in the HP AlphaServer SC Interconnect
Installation and Diagnostics Manual, please be aware that the instructions within
that manual assume that all nodes are already installed and booted. However, from
the perspective of this point in this document, thisis not actually the case, and
instead only node O isinstalled.

Examples are situations where you are prompted to restart daemons on al nodes, or
whereyou are asked to start swmserver daemons on nodes 0/1 for directly-connected
switches. As such, you should follow the stepsin the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual in so far asis possible at this point
in the installation sequence, and skip over the steps that obviously require further
nodes to be installed and booted. Later, when the nodes in question are installed and
booted, the diagnostics will operate correctly, and you can elect to run the
diagnostics again as a confidence-building measure.

6.4.1 Upgrading the HP AlphaServer SC Interconnect Control Processor
Software

Note:

This section does not apply to HP AlphaServer SC 16-port switches or old-type HP
AlphaServer SC 128-way switches. Such switches are known as directly-connected
switches, and do not have any firmware. This section only applies to the new-type
HP AlphaServer SC 128-way switches containing an HP AlphaServer SC
Interconnect control processor.
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In HP AlphaServer SC Version 2.6 (UK 2), the software (also known as firmware) running on
the HP AlphaServer SC Interconnect Control Processors has changed, and must be upgraded.
The new software image is packaged in the SWM subset, which is part of the HP
AlphaServer SC Version 2.6 (UK?2) System Software.

You should follow the steps in Section 7.2, Upgrading the HP AlphaServer SC Interconnect
Control Processor Software and all subsections, of the HP AlphaServer SC Interconnect
Installation and Diagnostics Manual.

6.4.2 Creating an Interconnect Configuration Using SC Viewer

To receive accurate status and diagnostic information about the HP AlphaServer SC
Interconnect, it is mandatory to create an Interconnect Configuration using SC Viewer. This
will allow the switch managers to report anomaliesin the network and it will allow the
command line diagnostic tools to make pass/fail decisions based on the configured size of the
network versus the detected size of the network. Once configured, SC Viewer will also allow
the user to view the interconnect configuration and events which is very important in
identifying problem locations.

You should follow Section 7.3, Creating an Interconnect Configuration Using SC Viewer and
all subsections, of the HP AlphaServer SC Interconnect Installation and Diagnostics
Manual.

Note:

For systems with directly connected switches, you can simply skip over those
instructions in the HP AlphaServer SC Interconnect Installation and Diagnostics
Manual that assume that nodes 0/1 are already installed and booted (for example, as
described in step 3 of Section 7.3.2.2, Switch Has an HP AlphaServer SC
Interconnect Control Processor).

6.4.3 Confirming the Operation of the HP AlphaServer SC Interconnect

At this stage, the database and nodes will be in suitable condition to perform an initial sweep
of diagnostics.

The following diagnostics should be performed:

* Assign acommon clock source per rail (see Section 7.4.1 of the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual)

* Veify the clock frequency on each switch module (see Section 7.4.2 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual)
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* Useelanenvtest to verify the switch modules (see Section 7.4.3 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual)

Note:

For directly-connected switches, please be aware that elanenvtest will only
succeed once nodes 0/1 are installed and booted with their swmserver daemons
running.

*  Show linksin reset (see Section 7.4.4 of the HP AlphaServer SC Interconnect
Installation and Diagnostics Manual)

Note:

For directly-connected switches, please be aware that the show linksin reset
examination will only succeed once nodes 0/1 are installed and booted with their
swmserver daemons running.

* Runelanpcitest on al nodes (see Section 7.4.5 of the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual)

* Runelanlinktest on al nodes (see Section 7.4.6 of the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual)

* Runriscabletest on each nodelevel switch (see Section 7.4.7 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual)

The remaining diagnostics will be performed once the system nodes are installed (see
Chapter 8).

You are now ready to set up the SC Monitor System, as described in Section 6.5.

6.5 Set Up the SC Monitor System

After completing the installation stepsin Section 6.2, the SC Database is popul ated with
default entries. Asthere are many existing configurations, it is possible that the database may
not reflect entirely the system configuration. For example, it is possible that your system may
have more terminal serversthan are added by default, or more switches.

Some devices, like HSG and SAN Appliance, are not added automatically in the database as
monitored devices at install time, so it is hecessary to add these devices if you want to
monitor the device status.
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Setting Up the SC Monitor system involves the following tasks:

* AddaSAN Appliance as Monitored Devices (see Section 6.5.1 on page 6-36)

e Change Terminal Servers Monitoring Distribution (see Section 6.5.2 on page 6-36)
* Change Extreme Switches Monitoring Distribution (see Section 6.5.3 on page 6-37)
* Activate the Changes (see Section 6.5.4 on page 6-38)

6.5.1 Add a SAN Appliance as Monitored Devices

Thesra setup command does not add any entry for SAN Appliance devices. To monitor
thistype of device, add the device manually as a monitored device by using the scmonmgr
add command. The command syntax is as follows:

scmonmgr add -c appliance -o object -i ip-addr -s server [-r rack -u unit]

For example:
atlasO# scmonmgr add -c appliance -o sanapp0 -i 16.21.24.13 -s atlasO

This command adds the SAN Appliancewith IP 16.21.24 .13 asamonitored device with
name sanapp0. The node that will perform the monitoring functions will be atlasms.

6.5.2 Change Terminal Servers Monitoring Distribution

Immediately after installation (when sra setup has completed), the terminal servers
specified are added as monitored devices. All terminal servers areinitially monitored by the
management server, if there is amanagement server, or by the first domain otherwise.

To seetheinitial distribution for terminal server monitoring functions, run the following
command:
atlasO# scmonmgr distribution -c tserver

Example (server atlasms monitors all 8 terminal servers from the system):

atlasO# scmonmgr distribution -c tserver

Class: tserver

Server atlasms monitors: atlas-tc[1-8]

atlasO#

To add additional terminal servers to be monitored by the system, use the scmonmgr add
command.

Example:

atlasO# scmonmgr add -c tserver -o atlas-tc9 -s atlasO
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Note:

A terminal server cannot be added if there is no entry for it in the Zetc/hosts file.
The system needs to know the | P address of the terminal server.

To change the distribution of the monitoring for terminal servers, use the scmonmgr move
command as follows:
atlasO# scmonmgr move -o atlas-tc2 -s atlasl0

After thisatlas10 will perform the monitoring for atlas-tc2.

6.5.3 Change Extreme Switches Monitoring Distribution

The sra setup process creates default entries for Extreme switches in the SC database
using the following rules:

* If the number of hodesin the system islessthan or equal to 16, a single Extreme switch
of type Summit24 will be added as a monitored device.

e |If the number of nodesis between 16 and 128 (including 128), the setup process adds
three Summit48 switches for monitoring.

* |f the number of nodesis greater than 128, the number of switches added for monitoring
is calculated using the following expression: {number of nodes from system / 32}. So for
a 255 nodes system, we will have 255/32 = 7 Summit48 switches added by default as
monitored devices.

This model was established based on the standard configuration of the systems, but in real
lifeit is possible that a system may not respect these rules and a post-install customization
will be necessary.

If necessary, you can add/remove Extreme switches from the monitoring system by using
scmonmgr command.

For example:

1. Toadd an Extreme switch as a monitored device

atlasO# scmonmgr add -c extreme -o extremelO -i 10.128.103.10 -s atlasO

2. Toremove an Extreme switch as a monitored device

atlasO# scmonmgr remove -o extremell
The monitoring of all Extreme switchesisinitialy set to be performed by the management
server if the system has one, or by the first domain otherwise. But this can be changed using
the scmonmgr move command.
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6.5.4 Activate the Changes

After you have finished all the tasks required to change/customize the monitoring and
distribution of the monitoring for a system, it is necessary to activate these changes by
sending areload command to the monitoring daemons running on all nodes of the system.

Before doing this, you can analyze and display the distribution of the monitoring for the
entire system by using the following command:
atlasO# scmonmgr distribution

If you are satisfied, send the reload command to the daemons on each domain. The
monitoring daemon has a reload mechanism that works on domain level. If you send a
reload command to a daemon (node) from adomain this will trigger the reload for all
daemons from that domain.

If no domains have been installed, then you can skip the reload process for all domains.
However, if some domains are already installed, then you can start the rel oad process for all

the daemons on all domains in the system by running the following command:
atlasO# scrun -d all '/sbin/init.d/scmon reload'

Thiswill send the reload signal (S1GHUP) to one node from each domain, and will trigger the
reload procedure on all members from that domain.

For more information on SC Monitor management, refer to Chapter 27 of the HP
AlphaServer SC System Administration Guide.
You are now ready to assign cabinets in the SC Database, as described in Section 6.6.

6.6 Assign Cabinets in the SC Database

The Physical view in the scviewer needs to know about how your HP AlphaServer SC
system is packaged, which cabinets hold nodes, terminal servers, and other pieces of
hardware. The sysman sc_cabinet menu is used to load this information into the SC
Database.

Note:

You can skip this step now and perform it later. However, until you complete this
step, the scviewer program will be unable to display the physical relationships
between hardware components.

Also, if you are aready running scviewer, please close it down before proceeding,
as the Physical view will not correctly reflect the cabinet changes you are making
until scviewer isrestarted.
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6.6.1 Load the Physical Relationships

To load the physical relationships, you should follow these steps:
Create a description of cabinetsin the SC Database.
Each cabinet (or rack) has the following data associated with it:

1

Number. Each cabinet has a unique number (starting at 1).

Label. In thisrelease, the label can be blank or the same as the number. In alater
release, you can assign a meaningful label to each cabinet.

Area. Thisallowsyou to group cabinets into different rooms or different areas within
aroom. A small system would probably have one area - alarge system might have
several. The area concept is used by the scviewer when displaying cabinets, so it
helpsif an areais smaller than 20 rows of 30 cabinets (these numbers are guidelines,
you can have larger numbers).

Position within area. The position of a cabinet within an areais specified by arow
and column number. If you drew a plan of your cabinets (as scviewer does), row 1,
column 1 ison the top left. Row numbers increase as you move downwards and
column numbers increase as you move to the right.

You can use the sysman sc_cabinet menu to create the cabinetsin an area as follows:

Start the sysman sc_cabinet menu (as root):
atlasO# sysman sc_cabinet

Select the Create block of cabinets... option

Specify the Area Name, First cabinet number, the label style and the number of rows
and columns you want.

Click on Next, and confirm your choices by clicking on OK. A block of cabinetsin
this areais now created in the SC Database.

You can repest these steps several times for different areas or for different blocks of
cabinets.

6.6.2 Populate Cabinets with Nodes

You can populate a block of cabinets with arange of nodes as follows:

1. Start the sysman sc_cabinet menu (as root):
atlasO# sysman sc_cabinet

2. Select the Assign nodes... option

3. Enter the range of nodes that are to be placed into the cabinets.
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6.

Note:

The first node number should be 0 if the first node nameis atlasO.

Enter the range of cabinet numbers where these nodes are located

* Nodes can be placed top to bottom (the first node is on top, last on bottom) or vice
versa,

* Nodes can be placed into the cabinet range first to last (the first node is placed into
thefirst cabinet, the last node is placed into the last cabinet) or vice versa.

Click OK to confirm your choices. The SC Database is updated to reflect this node
placement.

You can repeat these steps several times for different ranges of nodes.

6.6.3 Populate Cabinets with Other Hardware

6—-40

You can populate cabinets with other hardware (terminal servers, and so on) as follows:

Note:

If you wish to modify the properties of one or more existing cabinets (for example, to
contain additional hardware) select the cabinet, and click the Modify option, to edit
the contents as described in Step 5.

Start the sysman sc_cabinet menu (as root):
atlasO# sysman sc_ cabinet

Select the Cabinets... option.
This shows a menu where all existing nodes are listed.

Select Add.. to add a new cabinet.
Specify a unique number, label, area, row and column. Click OK to create the cabinet in

' the SC Database.

The Edit acabinet dialog box is displayed. This alows you to place hardware
components into the cabinet. A list on the right shows the Unassigned Objects—that is
the hardware components that have no record of their location in the SC Database. The
list does not show nodes—instead it shows other types of hardware component (terminal
server, Extreme Switch, and so on).

To place a hardware component in the cabinet, select the component and click on the
Move button. This places the component into the cabinet—so it appears in the Cabinet
Contents list on the left.
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7. You can reorder components in the cabinet by selecting the component and clicking on
the Up and Down buttons.

8. To confirm your changes, click OK. The SC Database is updated.
The Cabinets... option also allows you to modify or delete existing cabinets.

When you have finished modifying the cabinet datain the SC Database, you can review the
data using the Make report... option. This menu allows you to specify afile where a textual
description of the dataiis saved. The datais saved in aformat that allows subsegquent machine
processing rather than being human readable.

You are now ready to review the SC Database Settings, as described in Section 6.7.

6.7 Review the SC Database Disk Settings

The sra setup command gathers information on disk usage. You should review this
information now, in particular the Disk Location Identifiers assigned to the cluster and
generic boot disks. When using RAID, the UNIX device name assigned to each of the RAID
disksis not guaranteed to be in ascending order. For example dsk3 (assuming 3 local disks),
typically associated with the cluster disk, will not necessarily be the RAID disk configured to
be the cluster disk.

Note:

For SC20, the location ID for the UNIX disk should also be reviewed and set
appropriately.

To map aUNIX device nameto aRAID disk, usethe RAID disk identification label assigned
in Table 3-12.

For example the cluster disk for atlasDO has an identification label 'IDENTIFIER=1" and
the generic boot disk for atlasDO has an identification label TDENTIFIER=2'". The Disk
Location Identifiersin the SC database should be updated to reflect the identifiers used. Use

thesra edit command to update the identifiers assigned to each cluster as follows:
atlasO# sra edit

sra> sys

sys> edit cluster atlasDO

Id Description Value
[0 ] Cluster name atlasDO
[l ] Cluster alias IP address site-specific
[2 ] Domain Type fs
[3 ] First node in the cluster 0
]

I18n partition device name
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[5 1 SRA Daemon Port Number 6600

[6 ] File Serving Partition 0

[7 1 Number of Cluster IC Rails 1

[8 ] Image Role cluster
[9 ] Image name first
[10 ] UNIX device name dské6
[11 ] SRM device name

[12 ] Disk Location (Identifier) IDENTIFIER=5
[14 ] root partition size (%) 5

[15 ] root partition b

[16 ] usr partition size (%) 50

[17 ] usr partition g

[18 ] var partition size (%) 45

[19 ] var partition h

[27 1 Image Role gen_boot
[28 ] Image name first
[29 ] UNIX device name dsk5
[30 ] SRM device name

[31 ] Disk Location (Identifier) IDENTIFIER=6
[33 ] root partition size (%)

[34 ] root partition

[35 ] usr partition size (%)

[36 ] usr partition

[37 ] var partition size (%)

[38 ] var partition

[46 ] Image Role unix
[47 1] Image name first
[48 ] UNIX device name dsk7
[49 1 SRM device name

[50 ] Disk Location (Identifier)

[52 ] root partition size (%) 10

[53 ] root partition a

[54 ] usr partition size (%) 35

[55 1 usr partition g

[56 ] var partition size (%) 35

[57 1 var partition h

Select attributes to edit, g to quit
eg. 1-5 10 15

edit? 12 31

Disk Location (Identifier) [IDENTIFIER=5]
new value? IDENTIFIER=1
Disk Location (Identifier) [IDENTIFIER=6]

new value? IDENTIFIER=2

Disk Location (Identifier) [IDENTIFIER=1]
Disk Location (Identifier) [IDENTIFIER=2]
Correct? [y|n] y

sys>
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When using sra edit for larger systems, it is recommended you take the following steps:

1. Create afilein the following format:

domain name disk image identifier
where:

domain_name isthe default cluster dlias e.g. atlasDO
disk istypically either cluster or gen_boot

image isthe image name: first or second

identifier isthedisk label intheform IDENTIFIER=1
Thefollowing is asamplefile:

atlasDO cluster first IDENTIFIER=1
atlasDO gen boot first IDENTIFIER=2
atlasDl cluster first IDENTIFIER=4
atlasDl gen boot first IDENTIFIER=5
atlasD2 cluster first IDENTIFIER=7
atlasD2 gen boot first IDENTIFIER=8
atlasD3 cluster first IDENTIFIER=10
atlasD3 gen boot first IDENTIFIER=11

2. Using sra edit load thisdatainto the SC database as follows (assuming the file
created is/var/sra/disk_id):

sra> sys

sys> update

update hosts

update cmf

update ris <nodes>
update ds <nodes>

update diskid <filenames>

sys> update diskid /var/sra/disk_id
Disk Location Identifiers loaded successfully
sys>

6.8 Transform Node O into a Single Node Domain

In Section 6.1, you installed the HP AlphaServer SC system software on Node O. This section
describes how to transform Node O into a single node domain using the sra install
command. You can later install, clusterize, and add members on each domain, asdescribed in
Chapter 7.

Create the first domain member by running the following command on Node O (as the root

user where atlas is an example system name):
atlasO# sra install -nodes atlas0

This command performs the following tasks:

a. Partitionsthe boot disk, and the alternate boot disk (if specified), using the
createbootlabel command.
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b. Partitions the cluster disk, and the backup cluster disk (if specified), using the
createclusterlabel command.

c. Createsthefirst domain member.
Thesra install command performs the following tasks:

Checking

Creating disk labels

Creating AdvFS domains

Populating the cluster 7, Zusr, and /var?!
Creating CDSLs

Modifying configuration files

Building the kernel

To display information on the sracommands, use the following command:
atlasms# sra command_info

Note:

After performing the above steps, the node automatically reboots as a single node

domain.

6.9 Configure Out All Nodes During Installation

While theinstallation is progressing, it is necessary to configure out all nodes. If the nodes
are left configured in, then there will be many unwanted events reporting the fact that the
nodes are not responding. Configuring out the nodes will reduce the load on the mSQL
daemon by the RMS mmanager and eventmgr. You should configure out the nodes as

follows:

atlasO# rcontrol configure out nodes "atlas[0-1023]"

In Configure the RM S Database (see Section 8.6 on page 8-10) you will have the
opportunity to create the desired partition configuration and to configure in the nodes again.

You are now ready to run the Interconnect tests on Node 0 as described in Section 6.10.

6.10 Run the HP AlphaServer SC Interconnect Tests on Node O

In Section 6.4 on page 6-33, you ran the HP AlphaServer SC Interconnect tests on all nodes
except Node 0. Now run the HP AlphaServer SC Interconnect tests on Node 0, as follows:

1. Thisstep may take some time (about 20 minutes); the blinking cursor indicates that the command is
running and has not hung.
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Change to the directory in which the diagnostic scripts are stored, as follows:
atlasO# cd /usr/opt/gswdiags/bin

Run the elanpcitest script, to check that Node O can access its HP AlphaServer SC
Elan adapter card acrossits PCI bus, as follows:
atlasO# ./elanpcitest

* If theelanpcitest script completes successfully, the output is as follows:
elanpcitest: accessing Network Adapter memory, please wait
elanpcitest: test completed successfully

* If theelanpcitest script fails, the output is as follows:
elanpcitest: accessing QM401 Network Adapter memory, please wait
elanpcitest: test failed

Check that the HP AlphaServer SC Elan adapter card is correctly seated in Node O.
Run the elanl inktest script, to check that the Node O HP AlphaServer SC Elan

adapter card can access the HP AlphaServer SC Interconnect switch, as follows:
atlasO# ./elanlinktest

* |f theelanlinktest script completes successfully, the output is as follows:
elanlinktest: testing connection from network adapter to network switch card
elanlinktest: test completed successfully

* If theelanlinktest script fails, the output is as follows:
elanlinktest: testing connection from network adapter to network switch card
elanlinktest: test failed

If the elanlinktest script fails, check the following components:
— The cable connecting Node 0 to the HP AlphaServer SC Interconnect switch
— TheHP AlphaServer SC Elan adapter card in Node 0

Run the cabletest on Node 0 as follows:
atlasO# cd /usr/opt/gswdiags/bin

Run the test directly on the node as follows:
atlasO#./cabletest

The HP AlphaServer SC system is now in the following state:

The Tru64 UNIX operating system has been installed and configured on Node 0.
The HP AlphaServer SC software has been installed on Node O.

The SC database has been created on Node 0.

Node 0 has been clusterized and is running as a single-node domain.

All other nodes are uninstalled, and at the SRM prompt. Check that al domain members
are at the SRM prompt:
atlasO# sra info -nodes 'atlas[1-1023]"'

Nodes not at the SRM prompt should be shut down or halted.
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You are now ready to build the domains, as described in Chapter 7 (Building the Domains).
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Building the Domains

By following theinstructionsin earlier chapters, you have manually installed and configured
one host: either the management server (see Chapter 5) or Node 0 (see Chapter 6). This
chapter describes how to use this manually-installed host to build the domains.

Note:

Do not proceed with this chapter until you have completed the manual installation
and configuration of the first host.

The information in this chapter is organized as follows:

Understanding the Automated | nstallation Process (see Section 7.1 on page 7-1)
Review the SC Database System Settings (see Section 7.2 on page 7-14)

Add sysconfigtab Parameters (see Section 7.3 on page 7-23)

Create the Domains (see Section 7.4 on page 7-23)

Boot the System (see Section 7.5 on page 7-25)

Complete the Setup of the Domains (see Section 7.6 on page 7—25)

7.1 Understanding the Automated Installation Process

Theinformation in this section is organized as follows:

SC Database Installation Tables (see Section 7.1.1 on page 7-2)
The srainstall Command (see Section 7.1.2 on page 7-2)

The Installation Daemon (see Section 7.1.3 on page 7-2)
Installation States (see Section 7.1.4 on page 7-3)

Monitoring the Installation State (see Section 7.1.5 on page 7-4)
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7.1.1 SC Database Installation Tables

The installation steps performed are determined by the interaction between data in two
database tables:

* sc_command Table - contains the following domain specific information:
— The command performed (for example install, boot, shutdown)
— The command status and associated message (fai led, completed)
— Thedesired installation state of the domain (see Table 7-1)

* sc_nodes Table - contains an entry for each node, and each entry has a
current_state and adesired_state.

The database entries and val ues assigned capture the state of the system asit transitions from
Uninstal led to Member_Added.

7.1.2 The srainstall Command

Thesra install command automates the installation of domains. When you have
manually installed one host (either the management server, if used, or Node 0), you can build
all of the domains by running asinglesra install command. You can also runthe sra
instal 1 command to complete the installation of a partialy built domain. The sra
instal l command determines the steps required to change each domain from its current
installation state to the desired installation state, and then performs the identified steps.

7.1.3 The Installation Daemon

Thesra install command works with the installation daemon (srad). One srad
daemon runs on the management server (when the system has a management server), and one
srad daemon runs on each domain.

The srad daemon on the management server performs the following installation steps on the
first node of each domain:

1. RISinstalsthe Tru64 UNIX operating system.
Configuresthe Tru64 UNIX operating system.

Installs the Tru64 UNIX patch software.

Installs the HP AlphaServer SC software.

Installs the HP AlphaServer SC patch software.

Installs the New Hardware Delivery (NHD) software.
Starts the srad daemon on the first node of each domain.

N o gk~ e D
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The srad daemon runs on the first node of each domain and compl etes the installation as

follows:

1. Runstheclu_create command to clusterize the first node of the domain.

2. Performs the following steps on each domain member:
a  Runstheclu_add_member command to add the node to the domain.
b. RIS-boots the node and downloads the boot partitions from the first node of the

domain.

c. Bootsgenvmunix
d. Shutsthe member down to the SRM prompt.

Note:

Thelog filesfor the srad daemon islocated in the directory: /var/sra/adm/log/

srad.

7.1.4 Installation States

The current installation state of a domain will change during the installation process. During
acomplete installation, a domain will change through several installation states from
Uninstalled to Member_ Added, as described in Table 7-1.

Table 7-1 Installation States

Installation State

Description

Uninstalled

UNIX_Installed

UNIX_Config

UNIX_Patched

SC Installed

SC_Patched

No Tru64 UNIX or HP AlphaServer SC software has been installed on the
domain

The Tru64 UNIX operating system has been installed on the first node of the
domain

The Tru64 UNIX operating system has been configured on thefirst node of the
domain

The Tru64 UNIX operating system patch software has been installed on the
first node of the domain

The HP AlphaServer SC software has been installed on the first node of the
domain

The HP AlphaServer SC patch software has been installed on the first node of
the domain
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Table 7-1 Installation States

Installation State Description

NHD_Installed The New Hardware Delivery software has been installed on the first node of
the domain

CLU_Create Thefirst node of the domain has been clusterized

CLU_Added The remaining nodes have been added to the domain

Bootp_Loaded The boot partitions have been downloaded to each node in the domain, fromits
first node

Member_Added All members have been added (to the domain), booted, and shut down to the
SRM prompt

Theinstallation processisincremental. A domain cannot change to a particular installation
state until it has passed through all of the previousinstallation states. If any step fails, you
can rerun thesra install command and the srad daemon will restart the installation
process from the last successful step. The srad daemon determines the installation steps
required for each domain, based on the current installation state and desired installation state
of the domain.

Note:

Theinstallation process assumes that each domain may be in adifferent installation
state.

To partially build a system, you can use the sra instal l command with the -endstate
option. Table 7-1 lists the installation states that can be specified.

Note:

For more information about the typical actions that happen during each installation
state, and where you can access log files to determine the cause of an error, see
Section 11.3 on page 11-5.

7.1.5 Monitoring the Installation State

This section contains the following information:
* Displaying Information on sra Commands (see Section 7.1.5.1 on page 7-5)
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*  Querying Node Installation Status (see Section 7.1.5.2 on page 7-5)
*  Starting the Monitor Utility (see Section 7.1.5.3 on page 7-5)
* Filtering Views of Installation Progress (see Section 7.1.5.4 on page 7-11)

7.1.5.1 Displaying Information on sra Commands

Usethesra command_info command to display information on sra commands. Use the
-states flag to specify which command states to display. The possible states are Allocated,
Unallocated, Success, Error, and Abort.

7.1.5.2 Querying Node Installation Status

Usethesra install_info command to monitor the status of installation on specific
nodes. The command provides information similar to the sramon utility (see Section
7.1.5.3). The syntax is asfollows:

atlasms# sra install info

sra install info {-nodes <nodes> | -domains <domains> | -members <memberss}
[...] [-display <yes|no>]

The following shows sample output from thesra install_info command on aspecified

domain:
atlasms# sra install info -dom 0

atlasO Member Added Member Added Finished
atlasl Member Added Member Added System-Up
atlas2 Member Added Member Added System-Up
atlas3 Member Added Member Added System-Up
atlas4 CLU Create Member Added Error: failed to RIS boot
atlas5 Member Added Member Added System-Up
atlasé Member Added Member Added System-Up
atlas7 Member Added Member Added System-Up

CLU Create: atlas4
Member Added: atlas[0-3,5-7]

7.1.5.3 Starting the Monitor Utility

The sramon utility is used to monitor the progress of an installation on the system of

domains.

Start the sramon utility by running the following command:
atlasms# sramon &
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[1] 6899
atlasms #
2% Status of Commands & Modes [_[O]=]
File Logs Consoles Filtering Display Refresh (@ 14:35:16) Time: 14:44:14
5 Filtaring i Status  Al| Hone| & LA = _1 Error _| Abort

Options: & Run on Nodes: Chunse...l _| Command ID:  Min: E Max: I

X| Display Hodes: AIII Nnnel | InWorkk ¥ Error _I Abort _| Success

X| Refresh: Mow| _I Auto-Refresh every # 5 - 10 - 15 -~ 30 -~- 45 -~ 60 seconds

Domain MHode Action Status

e OO

Figure 7-1 Status of Commands and Nodes

Table 7—2 describes the menu items:

Table 7-2 Status of Commands and Nodes Menu Items

Menu Item Description

File - Exit Used to exit the monitor

Logs Used to view the srad log for selected nodes

Consoles Used to view console output for selected nodes

Filtering Used to select filtering options

Display Used to select nodes to display

Refresh Used to specify auto-refresh settings or refresh current display
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Note:

To exit an sra command from within the monitor, select the Dismiss option from the
File menu.

The menu bar contains the following additional items (when the menu bar is expanded):

* Filtering Options alowing you to filter by:
— Command Status
— Runon Nodes (atlas0 to atlas7)
— Command ID
* Display Nodes
— All, None, In Work, Error, Abort, Success
* Refresh Options and Details allowing you to:
— View current time and last refresh time
— Specify auto-refresh or immediate refresh

Table 7-3 describes the information displayed in the main window (Figure 7-1):

Table 7-3 Status of Commands and Nodes Window

Column Description

Cmd ID The command 1D / number.

Type The command type (install).

Cmd Sts The status of the command (all ocated, unallocated, success, error, abort).
Owner The owner of the command (System)

Domain The domain where the activity is being monitored (at 1asDO)

Node The node in the domain where the activity is being monitored

Action The action being performed on the node

Status The current installation status on the node

Log Menu Items

Use the Log menu items to display log file details of installation on the selected domain.
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2% Status of Commands & Nodes [_ o] =]
File Logs Consoles
x F System Status NII Hone | & L = | -1 Ermror  _| Abort
O atiasa Run on Hodes: choose... I Command ID:  Min: Max: I
atlasB
X D atlasC 8 F\III Nunel & InWork & Error & Abort & Success

Figure 7-2 Log Menu ltems

Select an option from the menu to open a new screen that displaysthe log file detail for the
selected system or domain (atlasDO, atlasD1, atlasD2, atlasD3). Select the Systems
option to display the srad log from either the management server or from Node O.
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# Log file for System srad Daemon

01/Har/02
01/Har/02
01/Har/02
01/Har/02
01/Har/02

01/Har/02
01/Har/02
01/Har/02
01/Har/02
01/Har/02
01/Har/02
01/Har/02
01/Har/02
01/Har/02
01/Har/02
01/Har/02

01/Har/02

Search:

ActionExit:wait

OK

State: loginReady

State: Complete

Scheduler: Spawn: exp8 for atlas0 (Cmd: 111) finished.
State: Complete

Scheduler: Job 111 is finished status = Success

Scheduler: Confiquring in atlas[0-3]

spawn /usr/bin/reontrel configure in nodes atlas[0-3]

recontrol: Error: failed to configure in atlas(: server down

Scheduler: Current Work Complete - looking for more

Scheduler: Looking for work for system Level

Scheduler: Checking for commands from parent

Scheduler: Ho more commands from parent

Scheduler: Work Complete - exiting

sraCommandControllerdain: 1

01/Mar/02 13:03:13 cmdScheduler returned 0

Terminate child

emdSigChld: pid 168461

emdSigChld: config->pid 168461

Translated waitpid status 0

scheduler 168461 temminated

cmdSchedulerListener: terminating

Figure 7-3 Sample Log File

Console Menu ltems

This section describes the Console menu. Use this option to view the console output for a
node. The console logs are saved in /var/sra/log/cmfd. Thelog file contains the nodes
console output. Figure 7—4 shows sample consol e outpuit.
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4% Status of Commands & Nodes =] B3

File Logs Consoles FHitering Display Refresh (@ 15:01:50) Time: 15:04:33

> Filtering atlasA Consoles ted _| Success _| Error _| Abort
OPUONS: ‘auas Consoles . Monitor Console for atas0 b 1D:  Min: | Max:s |

atlasC Cy - I} Console for atlas1

Xl DisplaY [y osp G _ Monitor Console for atias2 W Success

x| Refrash: Mow| _| Auto-Refr Monitor Console for atlas3 15 - 30 -~ 45 - B0 seconds
Cmd ID Type Cmd Sts Owner Domain Mode Action Status

nfigure Probler
nfigure Probler
nfigure Probler

Figure 7-4 Console Menu ltems

% Console Monitor: atlas0

01/ Mar/2002 13:38:31 elan0: Hew Hodeset [0-3] K

01/Mar/2002 13:38:32 ics_elan: seticsinfo: [elan node 2] <=> [ics node 3]

0I/Mar/2002 13:36:40 CHX MGR: Join operation complete

O1/Mar /2002 13:36:40 CHX MGR: membership configuration index: 5 (4 additions, 1
removals)

1/ Mzr /2002 13:38:40 CHX MGR: Hode atlas? 3 incarn 0x24194 c¢sid 0x20002 has been
added to the cluster

01/Mar/2002 132:38:40 keh: suspending activity

01/ Mar/2002 13:38:40 dlm: suspending lock activity

01/ Mar/2002 13:368:40 dlm: resuming lock activity

01/ Mar/2002 13:30:40 keh: resuming actiwvity

01/Mar/2002 13:36:52

OI/Mar/2002 13:39:57 Har 1 13:39:57 atlas0 vmmix: arp: local IF address
16.209.133.133 in use by hardware address 00-02-A5-60-9C-FD

01/ Mar/2002 13:53:53

01/Mar/2002 14:08:55

01/ Mar/2002 14:23:57

01/ Mar/2002 14:38:58

01/ Mar/2002 14:54:00

01/ Mar/2002 15:09:02

01/Mar/2002 15:24:04

01/Mar/2002 15:39:06

01/ Mar/2002 15:54:08

Semth:“

Figure 7-5 Console File Details

B
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This section will describe the type of information displayed and how to change your view of

installation progress.

Filtering Based On Status

M Status of Commands & Nodes

File Logs Consoles Flltering| Display Refresh

Fitering @ Status
it
Options: _{ Run ol

| Display Modes: Al

| Refresh: HMow| _|

CmdID Type Cmnd ]

|N Filtering Toolbar

Status
All
Hone
W Allocated
¥ Unallocated
|~ Success
|~ Error
|~ Ahort

|~ Run on Hodes
Choose

|~ Command 1D
Minimum:

Maximum:

M= E3

Time: 15:52:21

pd & Unallocated _| Success _| Error  _| Abort

| Command ID: Min: I Max: I

Error & Abort & Success

8 o 10 - 15 - 30 - 45 -~ 60 seconds

lode Action Status

Figure 7—6 Filtering Options Based on Status

The following shows the detached external filtering toolbar.
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7~ Status of Commands & Hodes =1O]x]

File Logs Consoles _[aolx Fsh Time: 15:59:45

75 Untitled X ...

N Filteting Toolbar

Filtering & Statu d & Unallocated _| Success _| Error _| Abort
X antione
Options: o pun o M Status _I Command ID: Min: I Max: I
e — All
X| Display Modes: All rror W Abort W Success
play Hone
§| Refresh: Mow| _ W Allocated 3 s 10 - 15 - 30 -~ 45 -~ 60 seconds

Cmd ID Type Cmd [flaluatlale ode Action Status
|~ Success

I~ Emror
|~ Bhort

@ Run on Hodes
Choose

I~ Command 1D
Minimum:

Maximum:

Display Options
This section will describe how to change the type of information displayed.

3 Status of Commands & Nodes == E3

File Logs Consoles Filtering Display Refresh Time: 15:53:31

Filtering ¥ Status ﬂ Ho ¥ Display Toolbar Unallocated _| Success _| Error _| Ahort

X ontions:
Options: I Run on Nodes: Command ID:  Min: Max: I
|
X| Display Modes: ﬂl Nunel R HMone & Abort W Success
 In Work

X| Refresh: How| _I Auto-Refi

- P10 s 18 - 30 -~ 45 - B0 seconds
Etrror

¥ short
W Success

Cmd ID Type Cmd Sts Ownd wetion Status

Figure 7—7 Display Options Based on Nodes
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This section describes the refresh options.

I Status of Commands & Nodes

File Logs Consoles Filtering Display Refreshl

x|

Filtering ¥ Status ﬂ Nonel & A M Refresh Toolbar d _I Success _I| Error _| Ahort

Options: | Run on Hodes: Chouse...l

How

X| Display Nodes: ﬂl Nonel & InWork [~ Auto- Refresh & Success

X| Refresh:

Cmd ID Type Cmd 5ts Owner

How

_| Auto-Refresh ever

¥ 5 seconds
10 seconds

Domals 15 seconds

4% 30 seconds
45 seconds
“* B0 seconds

M= E3

Time: 15:54:04

ID:  Min: I— Maxz: I—

3 s J0 - 45 - B0 seconds

7.1.5.5 Text Based sramon Utility

The sramon utility can also be run from the command line. The following commands can be
used:

atlasms# sramon cmd id [-status]

For example:

atlasms# sramon 105
:49  Command

15:
15:
15:
15:
15:

11
11
11
11
11

:49
:49
:49
:49

Node
Node
Node
Node

105 (boot)

Command has finished:

Command 105 (boot)

atlasB: a

atlasB : at

tlas[4-7] -- <Success>

atlas4 -- <Complete:wait> Finished
atlass -- <Complete:wait> Finished
atlasé -- <Complete:wait> Finished
atlas7 -- <Complete:wait> Finished

las[4-7] -- <Success>

*** Node States *** Completed: atlas[4-7]

# sramon 105 -status
Success

Building the Domains
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7.2 Review the SC Database System Settings

7-14

When the sra setup command runs for the first time, the installation process gathers
information about the system and stores this information in the SC database. The installation
process uses this information when installing the other nodes, so you should review the SC

database system settings to ensure that the values are set correctly.

To display the SC database system settings, use the sra edit command. The following
example shows the SC database system settings for a 128-node system called atlas:

atlasO# sra edit
sra> sys

sys> show system
Id Description

System name

1
[L ] SC database revision
[2 ] Connect method
[3 ] First DECserver IP address
[4 ] First port on the terminal server
[5 1 Hardware type
[6 ] Default image
[7 1 Number of nodes
[8 ] Node running console logging daemon (cmfd)
[9 ] cmf home directory
[10 ] cmf port number
[11 ] cmf port number increment
[12 ] omf max nodes per daemon
[13 ] cmf max daemons per host
[14 1] Allow cmf connections from this subnet
[15 ] cmf reconnect wait time (seconds)
[16 1 cmf reconnect wait time (seconds) for failed ts
[17 1 Software selection
[18 ] Software subsets
[19 1 Kernel selection
[20 ] Kernel components
[21 ] DNS Domain Name
[22 ] DNS server IP list
[23 ] DNS Domains Searched
[24 ] NIS server name list
[25 ] NTP server name list
[26 ] MAIL server name
[27 ] Default Internet route IP address
[28 ] Management Server name
[29 ] Management Server IP address
[30 ] Use swap, tmp & local on alternate boot disgk
[31 ] SRA Daemon (srad) port number
[32 1] SRA Daemon Monitor host
[33 ] SRA Daemon Monitor port number
[34 ] SC Database setup and ready for use
[35 ] IP address of First Top level switch (rail 0)
[36 ] IP address of First Node level switch (rail 0)
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[37 ] IP address of First Top level switch (rail 1) 10.128.129.128
[38 ] IP address of First Node level switch (rail 1) 10.128.129.1
[39 ] Port used to connect to the scmountd on MS 5555
[40 ] /etc/clua_default metric 2
[41 1 Preferred Server cluster alias base address 10.128.106.1
sys>

Note:

The UNIX disk isno longer displayed in the system output.

To change any of these settings, usethe sra edit command, as shown in the following
sections:

* Changing the Tru64 UNIX Disk

e Configuring the Cluster Disk

e Changing the External Network Netmask

*  Changing the External IP Address on Additional Nodes

Changing the Tru64 UNIX Disk

The Tru64 UNIX disk isset to dsk2 by default. If you wish to changethisvalue, usethesra

edit command as shown in the following example:

atlasms# sra edit

sra> sys

sys> show image

valid images are [unix-first cluster-first cluster-second boot-first boot-second
gen boot-first]?!

sys> edit image unix-first

Id Description Value
[0 ] Image Role unix
[l ] Image name first
[2 ] UNIX device name dsk2
[3 ] SRM device name dkb200
[4 ] root partition size (%) 15

[5 1 root partition a

[6 ] usr partition size (%) 35

1. unix-first = Tru64 UNIX disk (no backup); cluster-Ffirst = cluster (7, Zusr, /var) disK;
cluster-second = backup cluster (7, Zusr, /var) disk; boot-Ffirst = primary boot disk; boot-
second = backup boot disk; gen_boot-Ffirst = generic boot disk (no backup).

Building the Domains 7-15



Review the SC Database System Settings

[7 1 usr partition g
[8 ] var partition size (%) 30
[9 1 var partition h
[10 ] swap partition size (%) 20
[11 ] swap partition b

Select attributes to edit, g to quit
eg. 1-5 10 15

probe = probe for value
edit? 2

UNIX device name [dsk2]
new value? dsk3

UNIX device name [dsk3]
Correct? [y|n] y
sys>

Note:

Do not spread the base operating system across more than one disk. Do not change
the disk partition selection — use b, g, and h for swap, Zusr, and /var respectively.

Configuring the Cluster Disk

Thesra setup command gathers information on disk usage. You should review this
information now, in particular the Disk Location |dentifiers assigned to the cluster and
generic boot disks. When using RAID, the UNIX device name assigned to each of the RAID
disksis not guaranteed to be in ascending order. For example dsk3 (assuming 3 local disks),
typically associated with the cluster disk, will not necessarily be the RAID disk configured to
be the cluster disk.

To map aUNIX device nameto aRAID disk, usethe RAID disk identification label assigned
in Table 3-12.

For example, the cluster disk for atlasDO, D1, has an identification label 'IDENTIFIER=1'
and the generic boot disk for atlasDO, D1, has an identification label 'IDENTIFIER=2".

The Disk Location Identifiersin the SC database should be updated to reflect the identifiers
used. Usethe sra edit command to update the identifiers assigned to each cluster as
follows:

atlasms# sra edit
sra> sys
sys> edit cluster atlasDO
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Id Description Value
[0 ] Cluster name atlasDO

[1 1 Cluster alias IP address site-specific
[2 ] Domain Type fs

[3 ] First node in the cluster 0

[4 ] I18n partition device name

[5 1 SRA Daemon Port Number 6600

[6 ] File Serving Partition 0

[7 1 Number of Cluster IC Rails 2

[8 ] Current Upgrade State Pre Upgrade
[9 ] Desired Upgrade State Pre Upgrade
[10 ] Image Role cluster

[11 ] Image name first

[12 ] UNIX device name dsk3

[13 ] SRM device name

[14 ] Disk Location (Identifier) IDENTIFIER=5
[15 ] root partition size (%) 5

[16 ] root partition b

[17 ] usr partition size (%) 50

[18 ] usr partition g

[19 ] var partition size (%) 45

[20 ] var partition h

[21 ] Image Role cluster

[22 ] Image name second

[23 ] UNIX device name dsk5

[24 ] SRM device name

[25 ] Disk Location (Identifier) IDENTIFIER=3
[26 ] root partition size (%) 5

[27 1 root partition b

[28 ] usr partition size (%) 50

[29 ] usr partition g

[30 ] var partition size (%) 45

[31 ] var partition h

[32 ] Image Role gen boot
[33 ] Image name first

[34 ] UNIX device name dsk4

[35 1 SRM device name

[36 ] Disk Location (Identifier) IDENTIFIER=6
[37 ] default or not

[38 ] swap partition size (%) 30

[39 ] tmp partition size (%) 35

[40 ] local partition size (%) 35

[41 ] Image Role unix

[42 ] Image name first

[43 ] UNIX device name dsk2

[44 ] SRM device name

[45 ] Disk Location (Identifier)

[46 ] root partition size (%) 10

[47 1 root partition a

[48 ] usr partition size (%) 35

[49 ] usr partition g

[50 ] var partition size (%) 35
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[51 ] var partition h
[52 ] swap partition size (%) 20
[53 ] swap partition b

Select attributes to edit, g to quit
eg. 1-5 10 15
edit? 14 36

Disk Location (Identifier) [IDENTIFIER=5]
new value? IDENTIFIER=1
Disk Location (Identifier) [IDENTIFIER=6]
new value? IDENTIFIER=2

Disk Location (Identifier) [IDENTIFIER=1]
Disk Location (Identifier) [IDENTIFIER=2]
Correct? [y|n] y

sys>

When using sra edit for larger systems, it is recommended you take the following
additional steps:

1. Create afilein the following format:

domain name disk image identifier
where:

domain_name - isthe default cluster alias e.g. atlasDO
disk -istypically either cluster or gen boot

image - isthe image name: first or second

identifier - isthedisk label inthe form IDENTIFIER=1
Thefollowing is asamplefile:

atlasDO cluster first IDENTIFIER=1
atlasDO gen boot first IDENTIFIER=2
atlasDl cluster first IDENTIFIER=4
atlasDl gen boot first IDENTIFIER=5
atlasD2 cluster first IDENTIFIER=7
atlasD2 gen boot first IDENTIFIER=8
atlasD3 cluster first IDENTIFIER=10
atlasD3 gen boot first IDENTIFIER=11

2. Usingsra edit load thisdatainto the SC database as follows (assuming the file
created is/var/sra/disk_id):

sra> sys

sys> update

update hosts

update cmf

update ris <nodes>

update ds <nodes>

update diskid <filename>

sys> update diskid /var/sra/disk_id

Disk Location Identifiers loaded successfully
sys>
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Changing the External Network Netmask

The netmask of an external network is set to 255.255.255.0 by default. If you wish to change

thisvalue, usethe sra edit command as shown in the following example:
atlasms# sra edit

sra> sys

sys> show ip

valid ips are [man ext ics eip]?

sys> edit ip ext

Id Description Value

[0 ] Interface name ext

[1 ] Hostname suffix -extl

[2 ] Network address (IP)

[3 ] UNIX device name eel

[4 ] SRM device name eib0

[5 ] Netmask 255.255.255.0
[6 ] Cluster Alias Metric

Select attributes to edit, g to quit
eg. 1-5 10 15

edit? 5

Netmask [255.255.255.0]
new value? 255.255.0.0

Netmask [255.255.0.0]

correct? [y|n] y

sys>

Each node's external network netmask will be affected by this change via the rule set.
Changing the External IP Address on Additional Nodes

Thesra install command will automatically configure the external interfaces asrequired
on additional nodes.

The address and UNIX device name (if different not using DE602) should be defined as
follows for each node with an external interface.

If desired, the externa interfaces can be configured.

1. man = management network; ext = external network; ics = cluster interconnect;
eip = system interconnect
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atlasms# sra edit
sra> node
node> edit atlasl

Id Description Value

[0 ] Hostname atlasl

...etc...

[66 ] ip0Ol:Hostname suffix atlasl-extl *
[67 1 ip0l:Network address (IP) #
[68 ] ip01:UNIX device name eel

..etc...

Select attributes to edit, g to quit
eg. 1-5 10 15

edit? 67 68
enter a new value, probe or auto

auto = generate value from system
probe = probe hardware for value

ip0l:Network address (IP) [1 (no value)
new value? 16.209.133.226
ip01:UNIX device name [eel] (set)

new value? altO

ip01:Network address (IP) [16.209.133.226] (new)
ip01:UNIX device name [alt0] (new)
correct? [y|n] vy

node>

For more information about the sra command, see Chapter 16 of the HP AlphaServer SC
System Administration Guide.

Changing the Default Route

Thesra setup command gathers the default route setting from the management server, or
node0, and stores it in the SC database. The installation process uses this setting when
configuring the first node of each domain. If you wish to change thisvalue, usethe sra

edit command asfollows:

atlasms# sra edit
sra> sys
sys> edit system
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Id Description

[0 ] System name

[27 ] Default Internet route IP address

Select attributes to edit, g to quit
eg. 1-5 10 15

edit? 27
Default Internet route IP address
new value? uu.xx.yy.zz

Default Internet route IP address
correct? [y|n] y
sys>

Changing the Node Type

[site specific]

[uu.xx.yy.zz]

Thesra setup probe should determine any differencesin hardware type. Please verify that
the hardware type for the non-dominant type is correct by using the sra edit command as

follows:

atlasms# sra edit
sra> node
node> edit 1

Id Description

[0 ] Hostname
[l ] DECserver name
[2 ] DECserver internal port
[3 1 cmf host for this node
[4 ] cmf port number for this node
[5 1 TruCluster memberid
[6 1 Cluster name
[7 1 Hardware address (MAC)
[8 ] Number of votes
[9 ] Node specific image default
[10 ] Elan Id
[11 ] Bootable or not
[12 ] Hardware type
[13 ] Current Installation State
[14 ] Desired Installation State
[15 ] Current Installation Action
[16 ] Command Identifier
[17 ] Node Status
1

im00:Image Role

atlasl

atlas-tcl

2

atlasms

6500

2

atlas
00-02-56-00-0C-99

0

O *

0

DS20L

Member Added
Member Added
Complete:wait
21

Finished
boot
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[20
[21
[22
[23
(24
[31
[33
[35
[38
[39
[40
[41
[42

T S S S S S S S T B S S S S S S S S S B T S S S S S

im00:

im00
im00
im00
im00
im00
im00
im00

ip03
ip03
ip03
ip03

ip03:
:Cluster Alias Metric
ip02:
:Hostname suffix
:Network address (IP)
:UNIX device name
:SRM device name
:Netmask

ip02:
ip01:
:Hostname suffix
:Network address (IP)
:UNIX device name
:SRM device name
:Netmask

:Cluster Alias Metric
ip00:
:Hostname suffix
:Network address (IP)
:UNIX device name
:SRM device name
:Netmask

:Cluster Alias Metric

ip03

ip02
ip02
ip02
ip02
ip02

ip01
ip01
ip01
ip01
ip01
ip01

ip00
ip00
ip00
ip00
ip00
ip00

Image name

:UNIX device name
:SRM device name
:Disk Location (Identifier)
:default or not

:swap partition size (
:tmp partition size (%
:local partition size (%)
ip03:
:Hostname suffix
:Network address (IP)
:UNIX device name
:SRM device name

Interface name

Netmask

Interface name

Cluster Alias Metric
Interface name

Interface name

= default generated from system
= no default value exists

first
dsk2
dga0

yes
30

35

35

eip
atlasl-eip0
10.64.0.2
eip0

255.255.0.0
16

ics
atlasl-ics0
10.0.0.2
ics0

255.255.255.

ext
atlasl-extl

eel
eial

255.255.255.

man

atlasl
10.128.0.2
eel

eib0
255.255.0.0

0

0

Select attributes to edit, g to quit

eg. 1-5 10 15

edit?

enter

auto

probe

12

a new value, probe or auto
= generate value from system

= probe hardware for value

Hardware type
new value? ES45

Hardware type
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correct? [y|n] y
node>

7.3 Add sysconfigtab Parameters

The Tru64 UNIX operating system includes various subsystems that are used to define or
extend the kernel. Kernd variables control the behavior of these subsystems, or track
subsystem statistics since boot time.

The recommended sysconfigtab parameters are provided in the file /Examples/
sysconfigtab on the HP AlphaServer SC System Software CD-ROM. This sample
sysconfigtab file assumes a memory size of 4GB.

You should review the recommended values and if necessary copy the file to atemporary
location on your system, and modify the values. Note that the default value for the shm_max
attribute is 4GB.

The recommended sysconfigtab parameters will be added automatically by sra
install (see Section 7.4), where you will specify the temporary location for the modified
fileinthesra install command line.

7.4 Create the Domains

Note:

For aclustered management server, ensure that the non-lead member of the clustered
management server is shut down as described in Section 5.1.7.11.

To create the domains, perform the following steps on the management server, if used, or on
Node O (if not using a management server).

1. Insert the HP AlphaServer SC System Software CD-ROM in the disk drive.
2. Ifitisnot already mounted, mount the CD-ROM (see Section 5.1.9, step 2 on page 5-32).
3. Unpack the latest Tru64 UNIX patch kit tar file in the /patches directory.

Note:

For HP AlphaServer SC Version 2.6 (UK?2), you should load Tru64 UNIX Version
5.1B-3 (also known as Tru64 UNIX Version 5.1B Patch Kit 5) only.

The operating system patch software kit (T64V51BB26AS0005-20050502 . tar) is
available from the following location:
<http://www.itrc.hp.com/>
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or from your local HP support representative.

Install, clusterize, and add members to each domain, as follows:
atlasms# sra install -domains all -unixpatch /patches/patch kit -sckit /
cdrom/kits -sysconfig /cdrom/Examples/sysconfigtab

where
e -domains all specifiesthat the software should be installed on al of the domains.

* -—unixpatch /patches/patch_kit specifiesthe directory in which you had
unpacked the Tru64 UNIX patch kit software (see step 3 above).

* -sckit /cdrom/kits specifiesthe CD-ROM mount point crested earlier (see step
2 above) containing the HP AlphaServer SC software.

* -sysconfig /cdrom/Examples/sysconfigtab addsthe specified
sysconfigtab parametersto each node.

Note:

Thesra install command installsall of the HP AlphaServer SC software on the
specified nodes.

When this command has successfully completed, the first node in each domain is booted
off the cluster disk, and all the members have been added, booted, and shut-down to the
SRM prompt.

To display information on sra commands, use the following command:
atlasms# sra command info

When running the sra install command to customize an installation, note the following:

Thesra install command options -domains and -nodes can be abbreviated, asin
the following examples:

sra install -domains 0-2 -nodes 96-127
sra install -do O

The -nodes option is not a qualifier for the -domains option.

By specifying the command: sra install -domains atlasDO,atlasD1l -nodes
atlas96 youingtal all nodesin domainsatlasDO and atlasD1, that is nodes
atlas0-63, and also node atlas96.

However, by specifying the command: sra install -domains atlasDO
-nodes atlaso, youinstall al of atlasDO. In this example, the option -nodes
atlaso0 isredundant, and the command does not install only atlasoO.
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* The-member option can be used as aqualifier for the ~domains flag. By specifying the
command: sra install -domains atlasDO,atlasD1 -member 1,2 youonly
install members 1,2 indomainsatlasDO and atlasD1 (that is hodes atlasO,
atlasl, atlas32 and atlas33).

For more information on the sra install command, see Section 7.1.2 on page 7-2.

For information on how to monitor the progress of the installation, see Section 7.1.5 on
page 7-4.

7.5 Boot the System

After running the sra instal l command, the first member of each domain will be booted
and all other members will be halted.

You can now boot the entire system with the following command:
atlasms# sra boot -domains all

Note

This command will ignore any nodes already booted.

7.6 Complete the Setup of the Domains
To complete the setup of the domains, perform the following steps:

1. Ingtall the HP Fortran Run-Time Libraries on each domain. To do this, follow the
instructions in Section 5.1.10 on each domain in the system.

2. Install any further layered products required on each domain.
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Completing the Installation

When you have added all nodes to the HP AlphaServer SC system, perform the following
tasks to compl ete the installation:

* Boot the Non-Lead Member of the Clustered Management Server (see Section 8.1 on
page 8-2)

* Configure the External Network Interfaces (see Section 8.2 on page 8-2)

* Improve Cluster Availability (see Section 8.3 on page 8-3)

* Load File System Configuration Datain the SC Database (see Section 8.4 on page 8-7)
* Initial Setup of Monitoring for HSG80 RAID Systems (see Section 8.5 on page 8-8)
e Configure the RMS Database (see Section 8.6 on page 8-10)

* Provide RMSwith CAA Failover Capability (see Section 8.7 on page 8-12)

* Enable CMF asaCAA Application (see Section 8.8 on page 8-15)

*  Run the Example MPI Program (see Section 8.9 on page 8-17)

*  Verify the HP AlphaServer SC Interconnect (see Section 8.10 on page 8-17)

* Configure LSM (see Section 8.11 on page 8-18)

* Verify Swap Mode (see Section 8.12 on page 8-18)

* AddaSecond Rail to an HP AlphaServer SC System after Domain Creation (see Section
8.13 on page 8-18)

Note:

Use the checklist provided in Appendix A (if using a management server) or
Appendix B (if not using a management server), to ensure that you complete all
installation tasks in the correct order.
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If adding a management server to an HP AlphaServer SC system after domain
creation, use the checklist provided in Appendix C to ensure that you complete all
installation tasksin the correct order.

8.1 Boot the Non-Lead Member of the Clustered Management

Server

For a clustered management server, ensure that the non-lead member of the server is booted.
See Section 5.1.7.11 on page 5-31 for information about why the non-lead member of the
clustered management server was previously shut down.

8.2 Configure the External Network Interfaces

Note:

In Section 7.2, you will have defined those nodes with external |P addresses and the
sra install command will have automatically configured these addresses during
the installation process. However, if you have further changes to make, proceed with
the instructions below.

Network interfaces on additional nodes can be used to move or share the routing load to
cluster aliases within adomain. They can also be used to make a specific node a client of an
external NFSfile system. When such a node mounts the external file system, NFS traffic
between the node and the external file server will be via the node's external interface. Thisis
more efficient than routing through the primary nodes.

To configure the external network interfaces, perform the following tasks:
* Set Up NFSto Allow Mounts from External Machines (see Section 8.2.1 on page 8-2)

For more information about configuring network devices, see Chapter 22 of the HP
AlphaServer SC System Administration Guide.

8.2.1 Set Up NFS to Allow Mounts from External Machines

8-2

The vi command hangs when trying to open existing files on afile system that is NFS-
mounted from amachine that isnot part of the cluster management network. The vi command
hangs because it is attempting to obtain an exclusive lock on the file. The hang persists for
many minutes; it may not be possible to use Ctrl/C to return to the command prompt.
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The workaround is to ensure that the system that is NFS-serving the file system to adomain
can resolve the internal domain member names (for example, atlas0) of the domain
members that mount the NFS file system. The usual way of doing thisisto use the internal
domain member names as aliases for the address of the external interface on those nodes (for
example, create an alias called atlaso for the atlasO-ext1l externa interface).

For example, domains atlasDO and atlasD1 both NFS-mount the /data file system from
the NFS server dataserv. The /data file system is being mounted by domain members
atlas0 and atlas32. These nodes have external interfaces atlasO-extl and atlas32-
extl respectively. To avoid the vi hang problem, ensure that dataserv can resolve
atlasO to atlasO-extl and atlas32 to atlas32-extl.

This section describes three common ways of ensuring that the internal domain names can be
resolved:

e /etc/hosts
Inthe Zetc/hosts file on dataserv, define atlas0 as an diasfor atlasO-extl.
Inthe Zetc/hosts fileon dataserv, defineatlas32 asan diasfor atlas32-extl.

You must perform this action on every system that is NFS-serving file systemsto a
domain.

* NISYP
If NIS'YPisinuse, and is distributing a hosts table, put the aias definitions for atlas0
and atlas32 into thistable.

* DNS
If DNSisin use, and is distributing host address information, define atlas0 and
atlas32 asdiasesfor their respective external interface entries.

Note:

If you choose either the NIS/Y P option or the DNS option, ensure that svc.confis
configured so that hostname resolution checks locally (that is, Zetc/hosts) before
going to bind or yp. For more information, see the svc. conf(4) reference page.

8.3 Improve Cluster Availability

The availability of acluster is determined by the following factors:
e Cluster quorum (see Section 8.3.1 on page 8-4)

*  Thenumber of voting nodes present — if necessary, you can add votes (see Section 8.3.2
on page 8-4)
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8.3.1 Cluster Quorum

Cluster quorum is defined as follows:
Cluster Quorum = Round Down [ (The number of votes + 2) / 2 ]

At this stage in the installation, each domain in the system has one voting node, the first
node, giving it aquorum of 1:
Cluster Quorum = Round Down [(1 + 2) / 2 ] = Round Down [1.5] =1

If thisfirst node fails, there are no voting nodes present — the domain loses quorum and
becomes unavailable.

Giving avote to a second node would give a quorum of 2:
Cluster Quorum = Round Down [(2 + 2) / 2 ] = Round Down [2] = 2

To make the domain more available, we assign votesto Node 1 and Node 2 (in addition to the
existing vote assigned to Node 0) to give a quorum of 2:
Cluster Quorum = Round Down [(3 + 2) / 2 ] = Round Down [2.5] = 2

Therefore, when any two of the first three nodes are running, the domain is available. Since
Node 0 and Node 1 can each serve all of the system file store, the domain can tolerate the loss
of either node.

Note:

Node 2 does not have to be connected to the system file store. We assign a vote to
Node 2 simply to satisfy the quorum algorithm, to ensure that any two of the three
nodes will suffice.

See Section 8.3.2 for more information on how to add votes to a node.

8.3.2 Add Votes

8-4

Thefirst node of each cluster already has one vote. To improve cluster availability, add votes
to the next two nodes of each cluster.

Ensure that all nodes of each cluster are booted, before adding more votes; this ensures that
the configuration files of all nodes are updated appropriately.

Perform the following steps as the root user (where atlas is an example system name):
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You must run the clu_quorum command (step 1) on thefirst node of the relevant
cluster. The sra commands (step 2) may be run on the management server or on the

first node of the cluster.

1. Add one vote to the next two nodes of each cluster, as follows:

On Node 0:
On Node 32
On Node 64:

On Node 992:

atlasO# clu quorum -m atlasl 1
atlasO# clu quorum -m atlas2 1

atlas32# clu quorum
atlas32# clu_ quorum
atlas64# clu_ quorum
atlas64# clu quorum

-
-m
-m
-

atlas33
atlas34
atlasé66
atlasé65

HRRR

atlas992# clu quorum -m atlas993 1
atlas992# clu quorum -m atlas994 1

2. Activatethe additional votes by shutting down and booting the updated nodes, as follows:

a  Shut down the

atlasO# sra shutdown -nodes

nodes:

'atlas[1-2]"

atlas32# sra shutdown -nodes 'atlas[33-34]'
atlas64# sra shutdown -nodes 'atlas[65-66]"

atlas992# sra shutdown -nodes 'atlas[993-994]'

b. When the shutdown is complete, boot the nodes:

atlasO# sra boot -nodes 'atlas[1l-2]'

atlas32# sra boot -nodes 'atlas[33-34]"'
atlas64# sra boot -nodes 'atlas[65-66]"

atlas992# sra boot -nodes 'atlas[993-994]'

When the nodes have booted, each cluster will have three voting members and a quorum of
2. It will beresilient to the loss of any one of the first three nodes.

To view the quorum status, run the clu_quorum command with no arguments, as shown in

the following example:
# clu quorum
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Note:

After updating the quorum configuration of the cluster, you must update the SC
Database to reflect the votes of each member. Usethe sra edit command to
change the Number of Votes for the nodes you have configured.

See Appendix E for sample output from the clu_quorum command.

8.3.3 Side Effects of Using Quorum

As aready demonstrated, quorum provides increased resilience and availability. However,
there are anumber of quorum-related side effects that you should be aware of, especially if
you have been using a system with a quorum value of 1.

8.3.3.1 Shutting Down a Domain

On a system, regardless of the number of votes or nodes in the domain, use the following
command to shut down the domain:
atlasms# sra shutdown -domains all

Note:

The shutdown command can be issued from the management server, or from
another domain.

If you shut down the first domain on a system that does not have a management
server, the shutdown will perform successfully. When you subsequently boot the
domain, the shutdown command will not be listed as having completed because the
shutdown could not be monitored by the system.

Thesra shutdown command determines the best action to take to shut down your system
by running either of the following commands:

atlasms# sra shutdown -nodes 'atlas[0-31]"'

atlasms# sra shutdown -domains atlasDO

Therefore, if sradetects that an entire domain is to be shut down, srawill run the shutdown
-ch command on the relevant domain.

Note:

When shutting down just some nodes in adomain, sra detects if the shutdown
command will cause aloss of quorum. If thisisthe case, srawill cancel the
shutdown command, unless the -force flag is specified.

8-6 Completing the Installation



Load File System Configuration Data in the SC Database

8.3.3.2 Booting a System

To boot an entire system, you must have access to the console network via the console
manager.

For systems that are configured with a management server, you can use the sra boot
command from the management server to boot the domains. To achieve the fastest boot time
for the 1024-node example system documented in this guide, boot all domainsin paralel, by
running the following command on the management server:

atlasms# sra boot -domains all

For systems without a management server, the console manager runs on thefirst domain. The
console manager will not start until the first domain is established. This requiresthe presence
of at least two of the first three nodes. Boot the first two nodes — in parallel — by entering
the following command on the graphics console on Node 0 and on Node 1.

P00>>> boot boot device

Note:

If you do not boot Node 0 and Node 1 in parallel, both nodes will hang until they
reach a common point in the boot process and attain quorum.

Once these nodes have booted, you can use the sra boot command to boot the remaining
nodes. As each domain can boot in parallel, you can reduce the boot time by running the

following command:
atlasO# sra boot -domains all

Attaining quorum during boot is nhot an issue for the remaining domains asthe sra boot
command will, by default, boot four nodes at atime.

8.4 Load File System Configuration Data in the SC Database

The scfsmgr Sysman menu needsinformation about the configuration and usage of all disks
on al File Serving (FS) Domains. You load this datainto the database using the scfsmgr
scan command as follows:

# scfsmgr scan

On alarge system, this command can take a long time to compl ete.

If al nodes on the FS Domain(s) are not running when you use scfsmgr scan, you should
rerun scfsmgr scan when those nodes are next booted.
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8.5 Initial Setup of Monitoring for HSG80 RAID Systems

8-8

The HSG80 devices are not automatically added as monitored device by the install process
(sra setup). Inalarge system, it is possible to have hundreds of HSG80 devices, and
adding these as monitored devices manually can be time consuming.

To set theinitial distribution of HSG80 RAID systems, use the scmonmgr detect
command. This command runs the detect process on each node from the domain, or on the
management server on which it isrun. To detect all HSG devicesinstalled in a system, run
the command on each management server and each domain.

The syntax of the command is as follows:
scmonmgr detect -c¢ class [-d <0|1>]

Where:
—-c class —theclass of the devices that must be detected.
Note:

In the current release, only the HSG class is supported.

-d <0] 1> - an optional parameter which sets the debugging mode OFF/ON. If the parameter
is not specified, the default value is OFF. When the debugging modeis ON (-d 1) the detect
process displays additional information for each phase. This modeis used for diagnosis and
testing purposes.

If the debug is turned off, the command displays only the new detected devices and errors.

The new detected devices are printed in the following form:
node name: found hsgX (scpX) on node name

and the errors are printed with the node name followed by the error explanation:
node name: [error explanation]

Some Examples:

1. Torunthe command on all domains with debug option disabled (and so ensure that all
the detected HSG devices are added in the database as monitored objects), do the
following:

atlasms# scrun -d all '/usr/bin/scmonmgr detect -c hsg'

2. To detect the HSG devices on a management server with the debug disabled, do the

following:

atlasms# scmonmgr detect -c hsg

This system is not configured in a cluster.

The detect process will be run only on atlasms.
Detect process finished.
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atlasms#

To detect the HSG devices on a management server with the debug enabled, do the
following:

atlasms# scmonmgr detect -c hsg -d 1

This system is not configured in a cluster.

The detect process will be run only on atlasms.

INFO : Starting the HSG detect process on 'atlasms'.
INFO : There are no HSG devices attached to this node.
INFO : Exit

Detect process finished.

atlasms#

To detect the HSG devices on a certain domain (for example, atlasDO) it is necessary to
run the command on a node from this domain. Thiswill detect all HSG80 devices

attached to the domain nodes, as follows:

atlasO# scmonmgr detect -c hsg

Starting HSG detect process for cluster atlasDO
atlas0: found hsgl (scp0) on atlasoO

atlasl: found hsg2 (scp0) on atlasl

atlas4: error in the detect process

Detect process finished on cluster atlasDO
atlasO#

To detect the HSG devices on a certain domain, with only 2 nodes in domain atlasDO
and with debugging enabled, do the following:

atlas# scmonmgr detect -c hsg -d 1

Starting HSG detect process for cluster atlasDO

INFO : Number of nodes in cluster: 2

INFO : Detecting HSG devices on atlasO

atlasO : INFO : Starting the HSG detect process on 'atlasO'.

atlas0 : INFO : Found HSG device scp0O using bus 1 targ 0 lun 0

atlas0 : INFO : Successfully logged into the controller scp0O at bus 1
targ 0 lun O

atlas0 : INFO : Sending 'show this' command for scpO at bus 1 targ 0 lun O
atlas0O : INFO : WWID for scpO at bus 1 targ 0 lun 0 is 5000-1FE1-0009-5180

atlasO : INFO : New HSG name = hsg47 for scp0 (wwid=5000-1FE1-0009-5180)
atlas0O: INFO : Sending 'quit' for scp0 at bus 1 targ 0 lun 0

atlas0 : INFO : port wwid=5000-1FE1-0009-5183 and serial=72G03200669 is
Controller A for hsg47.

atlas0: INFO : Controller A for hsg47 added into database.

atlas0: INFO : port wwid=5000-1FE1-0009-5181 and serial=ZG03200650 is
Controller B for hsg47.

atlas0: INFO : Controller B for hsg47 added into database.

atlas0O0: INFO : Adding hsg47 (wwid=5000-1FE1-0009-5180) as a monitored
device

atlas0O0: found hsg47 (scp0) on atlasoO

atlas0: INFO : Detect process finished.

atlas0: INFO : Exit

INFO : Detecting HSG devices on atlasl

atlasl: INFO : Starting the HSG detect process on 'atlasl'.

atlasl: INFO : Found HSG device scp0 using bus 1 targ 0 lun O

atlasl: INFO : Successfully logged into the controller scp0 at bus 1
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targ 0 lun O

atlasl: INFO : Sending 'show this' command for scpO at bus 1 targ 0 lun 0
atlasl: INFO : WWID for scpO at bus 1 targ 0 lun 0 is 5000-1FE1-0009-5180
atlasl: INFO : Device 'scpO' with WWID=5000-1FE1-0009-5180 exists in the
database.
atlasl: INFO : Detect process finished.
atlasl: INFO : Exit
Detect process finished on cluster atlasDO
atlaso0#

Note:

An HSGB80 device can be monitored only from a node that is directly attached to it.
The detect process sets this correctly. It is not recommended to set the monitoring to
another node. If you want to do this, be sure that the HSG80 device is attached to the
node (monitoring server) which you specify as the server in the scmonmgr move
command.

8.6 Configure the RMS Database
To configure the RM S database, you use sra setup command to perform a number of
automatic steps. You can configure the RM S database in the following ways:
*  Set Up RMS Partitions (see Section 8.6.1 on page 8-10)
*  Customize RMS Partitions (see Section 8.6.2 on page 8-11)

8.6.1 Set Up RMS Partitions

Partitions are used to organize nodes in the HP AlphaServer SC system into groups for
organizational, management, and policy reasons. The nodes in the system can be organized
into named partitions. The rcontrol command is used to define partitions. The prun and
al locate commands use the interface to the RM S system to execute programs. The prun
and al locate commands allocate resources from a named partition.

Log on to the rmshost node (management server) as the root user.

The following example shows how to organize the 1024-node atlas system into three

partitions.
Note:

Partitions are site-dependent; the partitions created below are examples only. A node
cannot be in more than one partition at atime.

1. Create each partition using the rcontrol command, asfollows:
atlasms# rcontrol create partition=fileserv configuration=day nodes='atlasO'
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atlasms# rcontrol create partition=interactive configuration=day nodes='atlas[1,2]"
atlasms# rcontrol create partition=parallel configuration=day nodes='atlas[3-1023]"'

Start each partition using the rcontrol command, as follows:
atlasms# rcontrol start partition=fileserv
atlasms# rcontrol start partition=interactive
atlasms# rcontrol start partition=parallel

Run the rinfo command to check the status of the partitions, as follows:
atlasms# rinfo

The output should be similar to the following:

PARTITION CPUS STATUS TIME TIMELIMIT NODES

root 4096 atlas[0-1023]
fileserv 0/4 atlaso
interactive 0/8 atlas[1-2]
parallel 0/4084 atlas[3-1023]

8.6.2 Customize RMS Partitions

To change a partition, you must first stop the partition, delete it, create it again, and then start
it. For example, the following commands will change the size of the interactive and
parallel partitions:

1
2.

Make sure that no jobs are running on the partitions (use the rinfo command).

Stop the partitions as follows:
atlasms# rcontrol stop partition=interactive
atlasms# rcontrol stop partition=parallel

Delete the partitions, as follows:
atlasms# rcontrol remove partition=interactive configuration=day
atlasms# rcontrol remove partition=parallel configuration=day

Recreate and restart the partitions, as follows:

atlasms# rcontrol create partition-=interactive configuration=day nodes='atlas[1-3]"'
atlasms# rcontrol create partition=parallel configuration=day nodes='atlas[4-1023]"
atlasms# rcontrol start partition=interactive

atlasms# rcontrol start partition=parallel

Note:

All nodes are dwaysin the root partition. You must not attempt to change the root
partition in any way. You must not use the root partition in the prun command. If
you wish to run ajob on al nodes, create asingle partition containing al nodes.

For more information about setting up RM S partitions, see Chapter 5 of the HP AlphaServer
SC System Administration Guide.
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8.7 Provide RMS with CAA Failover Capability
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At this point in the installation, RM S can operate correctly. However, if the host defined as
rmshost (see Section 5.2 on page 5-37, or Section 6.2 on page 6-24) fails, RMS services
become unavailable. This section describes how to use CAA to allow the rmshost functions
to fail over to another node.

To make RMS a CAA failover application, perform the following steps on the first domain
(where atlas isan example system name, and atlas0 isthe current rmshost):

Note:

Thefollowing CAA stepsfor RMS and MSQL only apply in cases where thereisno
management server, or where the system has a clustered management server.

Note:

These steps assume that RMS/MSQL are currently not under CAA control and that if
you need to update CAA profiles and registrations, then you should consult the CAA
man page.

1. Stop the RMS daemon, asfollows:
atlasO# rmsctl stop

2. Stop the mSQL daemon, as follows:
atlasO# /sbin/init.d/msqld stop

3. Createtwo CAA application resource profilesfor RMS, as follows:
# caa profile -create SCO05msqgl -t application -a msqgl.scr -p restricted
-h ’atlas0 atlasl’ -o as=1,ci=300,st=500
# caa profile -create SC20rms -t application -a rms.scr -p restricted -h
‘atlas0 atlasl’ -o as=1,ci=300,st=500

If you receive awarning that the profiles already exist and that creation is cancelled, then
you should update the existing profiles, as follows:

# caa profile -update SCO05msqgl -t application -a msql.scr -p restricted
-h ’atlas0 atlasl’ -o as=1,ci=300,st=500

# caa profile -update SC20rms -t application -a rms.scr -p restricted -h
'atlas0 atlasl’ -o as=1,ci=300,st=500
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Note:

The caa_profile commands create or update the resource profiles SCO5msql and
SC20rms: defining the resources, their dependencies, and how the resources are
managed by CAA. The commands also create a restricted placement policy - the
application can run on atlasO or atlasl only, whereatlasO and atlas1 aretwo
of the nodes that will provide RM S services.

Register the SCO5msql and SC20rms resource profiles with CAA asfollows:
# /usr/sbin/caa register SCO05msql
# /usr/sbin/caa register SC20rms

This allows CAA to monitor and manage the resources.
Note:

If the profiles have been deleted (using the caa_profile -delete command), the

associated scripts will aso have been deleted, causing the following messages to appear:
# /usr/sbin/caa_ register SCO05msql

Action Script ~/var/cluster/caa/script/msql.scr” does not exist!

Could not register resource msqgl.

# /usr/sbin/caa register SC20rms

Action Script °/var/cluster/caa/script/rms.scr” does not exist!

Could not register resource rms.

If these messages appear, copy the standard profile scripts to the appropriate

directory, asfollows:

# cp /usr/opt/rms/examples/scripts/msql.scr /var/cluster/caa/script
# cp /usr/opt/rms/examples/scripts/rms.scr /var/cluster/caa/script

and re-run the caa_register commands.

Edit the /etc/hosts file— on each domain and on the management server (if used) —
so that rmshost isahost alias of the default cluster alias of the first domain (for
example, atlasDO0), asfollows:

Before:

atlasDO
atlasO rmshost

After:

atlasDO rmshost
atlasO

Start RMS as a CAA application, asfollows:
# /usr/sbin/caa_start SC05msql
# /usr/sbin/caa start SC20rms

Thecaa_start SC05msql and caa_start SC20rms commands will be performed
by CAA on subsequent reboots.
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Note:

The RM S startup script can recognize whether it is being run on a domain, and
whether RMSisregistered as a CAA application.

7. Atthisstage, MSQL and the RM S servers are running on one node only (typically

atlas0). You can start RM S on the remaining nodes as follows:
atlasO# rmsctl start

Because RMS servers are already running on a node (typically atlas0), rmsctl will
report the RMS is aready running on that node. You can ignore this message.

RMSisnow up and running as afailover application.

Thecaa_start SC05msql command starts the mSQL daemon on one of the nodes specified
by the SCO5msql application profile. The profile was created in step 3 above. In this
example, it isrunning on either atlas0 or atlasl. Once you have registered SCO5msql as
aCAA application, the /sbin/init.d/msqgld script no longer starts or stops the mSQL
daemon; instead, you must use the caa_start or caa_stop commands. If you manually
kill the mSQL daemon, without first using caa_stop, the CAA system will automatically
restart the daemon after a short interval.

To see which node should be running the mSQL daemon, use the caa_stat SC05msql
command.

Thecaa_start SC20rms command starts RMS servers on one of the nodes specified by
the SC10rms application profile. The profile was created in step 3 above. As CAA isstarting
RM S servers on the node, the rmshost attributeis set to the name of that node. To seewhich
node should be running the SC20rms service, usethe caa_stat SC20rms command.
While the SC20rms serviceis running, the rmshost attribute and caa_stat should agree
(for example, if the SC20rms application is running on atlas1, the rmshost attribute
should have avalue of atlasl). You can see the value of the rmshost attribute as follows:
# rmsquery "select val from attributes where name='rmshost' "

If you stop RM S on the node currently running the rms CAA application, using either
rmsctl stop or /sbin/init.d/rms stop, the CAA application will automatically
restart it after ashort interval. To stop RMS, you must run the following commandsin the
specified sequence:

# caa stop SC20rms
# rmsctl

If you have stopped RM S and then use rmsctl to start RMS, the RMS system will start and
appear to operate correctly. The last value in the rmshost attribute will determine which
node runs the RM S servers. However, should that node fail, CAA will not start RM S on the
backup node. Thisis because RMSisin the stopped state. If you inadvertently use rmsctl
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start whilethe rms CAA state is stopped, you may safely use caa_start SC20rms to
enable failover. There will be a brief interruption in RM S availability because the RMS
servers are stopped and then restarted.

Once you have started the SCO5msqgl and SC20rms applications using caa_start, the
CAA system will automatically relocate the applications to another node if the original node
fails. However, you can manually initiate this using the caa_relocate command. This can
be useful if you plan to shut down the node. It is possible to independently relocate either the
SCO5msql or SC20rms application, asit is not mandatory that these both run on the same
node.

During the relocation process, there will be a brief interruption of service. Thisissimilar to
the interruption that occurs when a node failure causes the rel ocation. During the period of
relocation, RM'S commands will report messages such as the following:

rinfo: Warning: Can't connect to MSQL server on rmshost: retrying ...

rcontrol: Warning: RMS server pmanager-parallel (rmshost) not responding
The CAA commands (caa_start, and so on) can be executed on any node in the domain
running the application.

See Chapter 5 of the HP AlphaServer SC System Administration Guide for more information
about RM S (and CAA failover).

8.8 Enable CMF as a CAA Application

On a system with no management server, or where using a clustered management server, the
Console Logging Service should be provided with failover capability.

In the following, CMFHOST refers to the host running the cmf daemon(s) [cmfd], that is,
atlas0 (where there is no management server) or atlasms[0] 1] (wherethereisa
clustered management server).

After CMF is CAA enabled, CMFHOST will be acluster alias: atlasDO (where thereisno
management server) or atlasms (where there is a clustered management server).

To enable CMF as a CAA application, perform the following steps:

1. Stop the console logging daemons by running the following command on CMFHOST:
# /sbin/init.d/cmf stop

2. Usethesra edit command to set the CMF host in the SC database to be the cluster
alias name of the domain hosting the CMF service, as follows:
# sra edit
sra> sys
sys> edit system
Id Description Value
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[8 1] Node running console logging daemon (cmfd) atlasoO

Select attributes to edit, g to quit
eg. 1-5 10 15

edit? 8
Node running console logging daemon (cmfd) [atlas0]
new value? atlasDO

Node running console logging daemon (cmfd) [at1lasDO0]
correct? [y|n] y

Thesra edit command then asksif you would like to modify the SC database, as
follows:
Modify SC database only (1), update daemons (2), restart daemons (3) [3]:

Enter 1 to modify the SC database only.

Check the CMF CAA profile, asfollows:
atlasO# caa stat -p SClOcmf
NAME=SC1l0cmf

TYPE=application

ACTION SCRIPT=cmf.scr

ACTIVE PLACEMENT=0

AUTO_START=1

CHECK_INTERVAL=60
DESCRIPTION=AlphaServer SC Console Management Facility
FAILOVER DELAY=10

FAILURE INTERVAL=0

FAILURE THRESHOLD=0

HOSTING MEMBERS=

OPTIONAL RESOURCES=
PLACEMENT=balanced

REQUIRED RESOURCES=

RESTART ATTEMPTS=1

SCRIPT TIMEOUT=300

When CMFHOST isthe first domain (that is, when the HP AlphaServer SC system does
not have a management server), the HOST ING_MEMBERS field should contain the
hostnames of the first two nodes, and the PLACEMENT field should contain the text

restricted, as shown in the following example:
HOSTING MEMBERS=atlasO atlasl
PLACEMENT=restricted

When CAA-enabled, the cmfd daemon will run on any node in the cluster (CMFHOST
isthe default cluster alias). However, it is preferable to use nodes that have a network
interface on the subnet on which the cluster aliasis defined — that is, the first two nodes
in the default configuration — to avoid an extra routing hop.
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If the output of the caa_stat -p SC10cmf command does not reflect the values
specified above for the HOSTING_MEMBERS and the PLACEMENT fields, use atext editor
to make the necessary changes to the /var/cluster/caa/profile/SC10cmf.cap
file. Alternatively, use the caa_profile command to make these changes. For more
information, see the TruCluster Server Cluster Highly Available Applications manual.

If CMFHOST is a clustered management server, the default values should be used for
these fields, as follows:

HOSTING MEMBERS=

PLACEMENT=balanced

4. Onthenew CMFHOST (atlasDO0), register CMF asa CAA application, as follows:

# caa register SClOcmf

5. Onthe new CMFHOST (atlasD0), start the CAA service, asfollows:
# caa start SClOcmf

8.9 Run the Example MPI Program

When you have set up the RM S partitions as described in Section 8.6.1 on page 8-10, you
can run the example MPI program provided on the HP AlphaServer SC System Software CD-
ROM.

Theinstallation process copies the example MPI program and associated README file into
the Zusr/opt/mpi/examples/sra/mpi directory. To run the example program, copy the
contentsinto your own directory. The associated README file providesinstructions on how
to compile and run the program.

8.10 Verify the HP AlphaServer SC Interconnect

In Chapter 5 and Chapter 6, you will have completed various diagnostic tests while building
the system. At this stage, you should complete the range of diagnostic tests that are available.

The diagnostic tests are documented in the HP AlphaServer SC Interconnect Installation and
Diagnostics Manual. This section contains a number of references to the relevant sections of
that guide. Please be careful not to miss any steps as you refer to the sections. It is advisable
to complete al the diagnostic steps suggested bel ow.

* Runasimple boot-time check (see Section 7.4.8 of the HP AlphaServer SC Interconnect
Installation and Diagnostics Manual)

* Useelan_level_test to check all node cables (see Section 7.4.9 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual)

e Usecabletest to check al uplinks (see Section 7.4.10 of the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual)
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* Useelan_level_test to check each node-level switch (see Section 7.4.11 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual)

e Useelan_level_test to check al uplinks (see Section 7.4.12 of the HP AlphaServer
SC Interconnect Installation and Diagnostics Manual)

* Useelan_level_test to check each top-level switch (see Section 7.4.13 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual)

* Useelansoaktest to test the entire HP AlphaServer SC Interconnect (see Section
7.4.14 of the HP AlphaServer SC Interconnect Installation and Diagnostics Manual)

* Useneterror toidentify any faulty components (see Section 7.4.15 of the HP
AlphaServer SC Interconnect Installation and Diagnostics Manual)

Once all tests are complete, you should prepare a maintenance schedule where you will elect
torun at least elan_level_test and neterror at intervals - perhaps weekly. You should
also monitor the events table with sc_event to identify any potential errors with the
interconnect hardware (See Chapter 9 of the HP AlphaServer SC System Administration
Guide for information on Managing Events).

8.11 Configure LSM

If you wish to configure LSM, do so after all nodes have been added to the domain. For more
information about L SM, see Chapter 25 of the HP AlphaServer SC System Administration
Guide.

8.12 Verify Swap Mode

TheHP AlphaServer SCinstallation procedure configures all nodeswith "eager" swap maode.
Do not switch to "lazy" swap mode.

Note:

Lazy swap is not supported in HP AlphaServer SC Version 2.6 (UK2) — use
eager swap only.

8.13 Add a Second Rail to an HP AlphaServer SC System after
Domain Creation

If you add a second rail to an HP AlphaServer SC system after domain creation, you must
perform some additional steps.
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Note:

The second rail should be populated before proceeding with the following steps.

The steps are different depending on the type of node used, as follows:

* HP AlphaServer SC System Composed of HP AlphaServer ES40 Nodes (page 8-19)

* HP AlphaServer SC System Composed of HP AlphaServer ES45 Nodes (page 8-21)
Note:

The information in this section is not applicable to HP AlphaServer DS20L systems.

8.13.1 HP AlphaServer SC System Composed of HP AlphaServer ES40 Nodes

This section applies only to an HP AlphaServer SC system composed of HP AlphaServer
ESA40 nodes. The additional steps are necessary because of the order in which the PCI buses
are probed on an HP AlphaServer ES40. The name assigned to each rail (elanO or elanl) is
related to the probe order, and whether one or two rails were present when the system was
initialy installed.

To ensure that the rails are consistently named, perform the following steps:
1. Ensurethat all nodes are up.

2. Run the following command:
# sra command -nodes all -command '/usr/sra/bin/sra multirail -move'

3. Shut down the entire system.
Boot the system.

Use the sra edit command to set the rail count for each domain, as follows:
# sra edit

sra> sys

sys> edit cluster atlasDO

Id Description Value

Cluster name atlasDO

Cluster alias IP address wWww.XXX.YYYy.ZZZ

Cluster domain type fs

First node in the cluster 0

Primary partition list {root dsk3b 5} {usr dsk3g 50}
dsk3h 45}

Backup partition list {root dsk5b 5} {usr dsk5g 50}
dsk5h 45}

I18n partition device name

Number of Cluster Interconnect Rails 1

S
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V) V]
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Select attributes to edit, g to quit

eg.1-5 10 15

edit? 7

Number of Cluster Interconnect Rails [1]
new value? 2

Number of Cluster Interconnect Rails [2]
Correct? [y|n] y

sys>

6. Repeat step 5 for each domain in the system.
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8.13.2 HP AlphaServer SC System Composed of HP AlphaServer ES45 Nodes

This section applies only to an HP AlphaServer SC system composed of HP AlphaServer

ESA5 nodes. To add a second rail after domain creation, usethe sra edit command to set
the rail count for each domain, asfollows:

# sra edit

sra> sys

sys> edit cluster atlasDO

Id DescriptionValue

[7 1 Number of Cluster IC Railsl

Select attributes to edit, g to quit
eg. 1-5 10 15

edit? 7

Number of Cluster IC Rails [1]
new value? 2

Number of Cluster IC Rails [2]
Correct? [y|n] y

sys>
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Installing LSF for HP AlphaServer SC

This chapter describes how to install Platform Computing Corporation’s L SF® software
(“LSF") on an HP AlphaServer SC system. The chapter presents the following topics:

L SF Overview (see Section 9.1 on page 9-2)
Installing aNew LSF for HP AlphaServer SC (see Section 9.2 on page 9-3)

Configuring L SF for HP AlphaServer SC and Starting the L SF (see Section 9.3 on page
9-10)
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9.1 LSF Overview

L SF for HP AlphaServer SC combines the strengths of L SF and HP AlphaServer SC
software to provide a comprehensive Distributed Resource Management (DRM) solution.

L SF acts primarily as the workload scheduler, providing policy and topol ogy-based
scheduling. RM S acts as a parallel subsystem, and other HP AlphaServer SC software
provides enhanced fault tolerance.

Nodeswithin HP AlphaServer SC systems are arranged into domains. L SF can be configured
to treat each domain as asingle virtual server host. Each virtual host has the same name as
the domain.

For example, if two domains containing 64 HP AlphaServer ESA5 systems are configured to
appear astwo 128 CPU virtual LSF server hosts, L SF policies are applied to the virtual hosts
asif they werereal hosts.

9.1.1 Preparing for LSF Installation

9-2

Before you install the L SF software, please note the following points:
* A domain should be configured as asingle virtual host or a set of real hosts.

* You must upgrade all Platform LSF for HP AlphaServer SC hosts to Platform L SF/HP
AlphaServer SC Version 2.6 (UK1). Platform LSF has not changed for HP AlphaServer
SC Version 2.6 (UK?2) so thisis the correct L SF version.

* ThelLSFlogdirectory LSF_LOGDIR in Isf.conf must bealocal directory. Do not use
an NFS-mounted directory as LSF_LOGDIR. The LSF_LOGDIR should be set to
/var/1sf_logs. Thismount point (/var) is on the domain (not on NFS) and it is
shared among cluster members. To set this during the installation procedure, add the
following line to the end of the install .config file:

LSF_LOGDIR="/var/lsf logs"

* LSFrequires an administrative user. This must not be the root user. Frequently, the
username is Isfadmin. However, any non-root user name can be used as the L SF
administrator. The L SF administrator hasto be a known user on al L SF hosts.

* TheLSF software and configuration files are stored in afilesystem that is mounted using
NFS on all domains and management servers. You can use the management server, one
of the domains, or some NFS server external to the HP AlphaServer SC System to serve
thisfile system. The path (LSF_TOP) for the filesystem isusually Zusr/share/1s¥,
although you can configure your system differently. Do not use /7, /var/1sf or /usr/
opt/Isf for LSF_TOP
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There should be no nodes on the HP AlphaServer SC system defined in the RMS
database that do not physically exist, or that have never been booted. To check for such
nodes on the system, run the following command:

rmsquery "select name from nodes where cpus=-2"

If these nodes do exist, they should be excluded from the RM S partition(s) that are under
L SF contral.

9.2 Installing a New LSF for HP AlphaServer SC

Installing the L SF software involves the following tasks:

Before You Install (see Section 9.2.1 on page 9-3)
Installing LSF for HP AlphaServer SC (see Section 9.2.2 on page 9-3)
Setting up L SF hosts (hostsetup) (see Section 9.2.3 on page 9-8)

Configuring the L SF hosts File for Multiple Network Interfaces (see Section 9.3.1 on
page 9-10)

9.2.1 Before You Install

These installation instructions assume that you are installing a new LSF cluster on the HP
AlphaServer SC system.

You can add an HP AlphaServer SC system to an existing L SF cluster, but you should back
up your existing L SF configuration files before doing this.

9.2.2 Installing LSF for HP AlphaServer SC
Toinstall LSF for HP AlphaServer SC, follow these steps:

1.

Log on as root to the management node. If you do not have management nodes, log on
to the first node of the first domain.

Change to the directory containing the L SF distribution kit. For example:
# cd /tmp

Use the zcat and tar commands to decompress and extract the
Isf6.0_Isfinstall.tar.Z distribution file asfollows:
# zcat 1sf6.0 lsfinstall.tar.Z | tar xvf -

Do not extract Isf6.0_alpha5-rms.tar.Z.

Changeto Isf6.0_Isfinstall:
# cd /tmp/1sf6.0 lsfinstall

Read Isf6.0_Isfinstall/install.configand decidewhichinstallation variables
you need to set.
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9-4

6. Edit Isf6.0_Isfinstall/install.config to specify theinstallation variables you
want.

7. Run Isfinstall asroot:
# ./lsfinstall -f install.config

8. NFS mount the LSF_TOP directory (/usr/share/Isf), from the node the
Isfinstall script has been run, to each domain using the standard UNIX mount
procedure on the head node of each domain. Add an entry for the LSF_TOP directory to
the Zetc/member_fstab file on the head node of each domain. For more information
on how to use NFS mount, see the HP AlphaServer SC System Administration Guide.

Note:

Do not use autoFS to mount an L SF installation. LSF for HP AlphaServer SC
Version 2.5 and higher needs to mount only the LSF_TOP directory. Both indir and
cmddir arelocated under the LSF_TOP directory (in $LST_TOP/work), so they do
not need to be mounted individualy.

The LSF_TOP directory needs to be exported in order to support the L SF master
failover capability. By default, each L SF host can potentially become the L SF master
host, and it needs to be able to write LSF accounting datato LSF_TOP/work. LSF
provides the functionality to limit potential L SF master hosts by listing candidate
master hostsin the LSF_MASTER_LIST variablein Isf.conf. In thisway, only the
listed hosts can become L SF masters.

A possible solution is to use the hostlist option when exporting LSF_TOP, where
hostlist would include only the nodes that can become L SF master hosts. In practice,
this means that hostlist should include the man and ext aliases of the first two nodes
on each domain that L SF is running on (this assumesthat LSF_TOP is exported from
the management server).

See the HP AlphaServer SC Platform LSF® Reference for information on the
install.config file

Table 9-1 shows the required instal l .config variables.

Table 9-1 Required install.config Variables

Variable Example

LSF TOP "/usr/share/l1st"
LSF_ADMINS ""user_name [user_name...]"
LSF CLUSTERNAME "cluster_name"
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Table 9-1 Required install.config Variables

Variable Example

LSF_TARDIR “path™

LSF LICENSE "'<none>"

LSF ADD_SERVERS “atlasDO atlasDl1l atlasD2 atlasD3"

Table 9-2 shows the variables that require an absolute path.

Table 9-2 Variables that Require an Absolute Path

Variable Path

LSF TOP "/usr/share/I1sf"
LSF LOGDIR "/var/Isf_logs"
LSF TARDIR "path"

See the HP AlphaServer SC Platform LSF® Reference for more information about
Isfinstall andthe install.configfile.

9.2.2.1 Example install.config

Example 9-1 displaysasample instal I .config file used for installing L SF without client
nodes.

Example 9-1 Sample install.config file

#**********************************************************

# Name: install.config
Purpose: LSF installation options file template
$Id: install.config,v 1.9 2002/12/09 22:12:51 pdetina Exp $

Format:
o Each line is in the format of LSF OPTION NAME="VALUE"
o Options can only appear once in the file
o Blank lines and lines starting with a pound sign (#)
are ignored.

Instructions:

1. Edit install.config to specify the options for
your cluster. Uncomment the options you want and
replace the example values with your own settings.

2. Run ./lsfinstall -f install.config

F o A
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#
# See install.config in the HP AlphaServer SC Platform LSF Reference for details.

#************************************************************************

#
# Required argument

# Full path to the top-level installation directory

# The path to LSF TOP must be shared and accessible to all hosts
# in the cluster. Cannot be the root directory (/).

# File system containing LSF TOP must have enough disk space for
# all host types (approximately 300 MB per host type) .

B oo
LSF ADMINS="lsfadmin userl user2"

# _________________

# Required argument

# List of LSF administrators

# The first user account name in the list is the primary LSF

# administrator. Cannot be the root user account.

# LSF administrator accounts must exist on all LSF hosts before

# installing LSF.

#

# The primary LSF administrator account is typically named lsfadmin.
# It owns the LSF configuration files and log files for job events.
# It also has permission to reconfigure LSF and to control batch

# jobs submitted by other users. It typically does not have

# authority to start LSF daemons. Usually, only root has

# permission to start LSF daemons.

# _________________

LSF_CLUSTER NAME="atlas"

# Required argument

# The name of the LSF cluster

# Must be 39 characters or less, and cannot contain any
# white spaces. Do not use an LSF host name.

# Full path to the directory containing the LSF distribution
# tar files
# Default: parent directory of the current working directory

# where lsfinstall is running.

# For example, if lsfinstall is running in
# /usr/share/l1sf distrib/lsf lsfinstall,

# the default is /usr/share/lsf distrib/.
B oo

LSF LICENSE="<none>"
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Full path to the LSF license.dat license file

Default: license.dat in the parent directory of the current
working directory where lsfinstall is running.
For example, if lsfinstall is running in
/usr/share/1sf distrib/lsf 1sfinstall,
the default is /usr/share/lsf distrib/license.dat.

LSF_ADD SERVERS="atlasms atlasD0 atlasDl atlasD2 atlasD3"

ot HHHHHEHFHE HHHFEHHFHFHFHFHHHFHFEHEHFHE

HHHFEHEHFEHFHFHFHHFFHFEHFHF

List of LSF server hosts to be added to the cluster
Specify a list of host names two ways:
o Host names separated by spaces
o Name of a file containing a list of host names,
one host per line. For example:
LSF ADD SERVERS=:1sf server hosts
The file 1sf server hosts contains:
hosta
hostb
hostc
hostd
The first host listed is the LSF master host.
Default: For initial installation, the local host where
lsfinstall is running

LSF_ADD CLIENTS="hoste hostf"
List of LSF client-only hosts to be added to the cluster
Specify a list of host names two ways:
o Host names separated by spaces
o Name of a file containing a list of host names,
one host per line. For example:
LSF_ADD CLIENTS=:1sf client hosts
The file 1sf server hosts contains:
hoste
hostf

Default: None

Local directory for the root of the path to the machine-dependent
LSF files.

Must be an absolute path to a local directory and not shared.
Cannot be the root directory (/).

Maintains existing uniform directory path for upgrade from
LSF Version 4.x ONLY. DO NOT use for new installations.
After lsfinstall is finished, you must run hostsetup on each
host to set up UNIFORM DIRECTORY PATH.

Default: None
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# Do not display LSF installation messages
# Default: LSF QUIET INST="n"

#**********************************************************

# The following options are useful for Dynamic addhost

# feature
#**********************************************************

# List of LSF server hosts to be master or master candidate in the cluster
# Specify a list of host names two ways:
# o Host names separated by spaces

# o Name of a file containing a list of host names,
# one host per line. For example:

# LSF_MASTER LIST=:1sf master list

# The file 1sf master list contains:

# hoste

# hostf

# The first host listed is the LSF master host.
# Default: None

B o o o ____
LSF_LOGDIR="/var/lsf logs"

B oo o __

# LSF log directory

Note:

L SF client nodes require a flexIm license, which has to be obtained from Platform
Computing.

9.2.3 Setting up LSF hosts (hostsetup)
9.2.3.1 What hostsetup does
The hostsetup script performs the following:

1. Checksthat LSF isavailable from the host where hostsetup is running, and that the
host type matches one of the host typesinstalled in LSF_TOP.

2. Createsatable named Isfrids inthe RMS database. Thistableis used internally by
LSF.
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3. Creates /usr/opt/Ist and /var/I1sf if they do not exist.

4. Onon anode of avirtual host, creates the appropriate cluster application avail ability
(CAA) rulesthat register LSF asa CAA service; also modifiesthe Zetc/
clua_services fileto register the ports for the L SF daemons to match the ports
configured in Zusr/share/1sf/conf/1sf.conf.

5. AddsaBoolean resource rms to Isf.shared and assigns this resource to all L SF hosts
that run on an RM S partition in Isf.cluster.cluster_name.

6. Createsthe following symbolic links:
— /usr/opt/I1sf/bin symboliclink to LSF_BINDIR
— /usr/opt/Isf/etc symbalic link to LSF_SERVERDIR
— /usr/opt/Isf/lib symboliclink to LSF_LIBDIR
— /var/Isf/conf symbolic link to LSF_ENVDIR
— /var/Isf/work symbolic link to LSF_WORKDIR
— /var/Isf/work symbolic link to LSB_SHAREDIR
— /usr/opt/include symbolic link to LSF_INCLUDEDIR
— /usr/opt/man symbolic link to LSF_MANDIR
— /usr/opt/misc symbolic link to LSF_MISCDIR
— /usr/opt/install symbolic link to LSF_TOP/LSF_VERSION/install
9.2.3.2 Running hostsetup
To set up LSF hosts, run hostsetup asfollows:
1. Logonto each LSF server host as root. Start with the L SF master host.

2. Run hostsetup on each L SF server host. For example:

# c¢d /usr/share/lsf/6.0/install/

# ./hostsetup --top="/usr/share/lsf"
If you are setting up LSF on areal LSF host, management server or a stand-alone node, use
the --boot=""y"* option on the hostsetup command to configure system scriptsto
automatically start and stop L SF daemons at system startup or shutdown. You must run
hostsetup asroot to use this option to modify the system scripts. The default is:
—-boot="n".

The --boot option is not needed to set up virtual hosts.
For information on hostsetup usage, enter hostsetup -h.
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9.2.4 Next Steps

You have now installed the software on all systems. However, not all configuration steps are
complete. To complete the installation, proceed to the section Configuring L SF for HP
AlphaServer SC and Starting the L SF (see Section 9.3 on page 9-10).

9.3 Configuring LSF for HP AlphaServer SC and Starting the LSF

This section describes the following:

*  Configuring the LSF hosts File for Multiple Network Interfaces (see Section 9.3.1 on
page 9-10)

e Starting LSF on the SC Cluster (see Section 9.3.2 on page 9-12)
* Verifying that the Configuration is Correct (see Section 9.3.3 on page 9-13)

9.3.1 Configuring the LSF hosts File for Multiple Network Interfaces
Your LSF server hosts can be configured to use multiple network interfaces; for example:
e Domain (for example, atlasDO0)
* Management network interfaces (for example, atlas0)
* External network interfaces (for example, atlasO-extl)

To manage the communication across multiple network interfaces, you must configure the
LSF_CONFDIR/hosts fileto associate the name of LSF server hosts (where the LSF
daemons are running) with the external |P addresses and names of the nodes or domain
names.

Note:

The Zusr/share/1sf/conf/hosts filerelates the virtual host |P address (that is,
the cluster alias address) and the individual hosts in the domain. If there are any
errorsin thisfile, the Load Information Manager (LIM) on the master will be unable
to communicate with the LIM on the domain.

The LSF hosts file has a compact format where each line in the hosts fil e represents one host
(real or virtual) of the LSF cluster.

* For each rea host (standal one hosts or management servers), the L SF hosts file should

include the following line:
<external host interface address> <host name> <external interface names>

*  For each virtual hogt, the LSF hosts file should include the following line:
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<cluster alias address> <cluster name> <member names> <member interface
names>

Example 9-2 describes the format of the LSF_CONFDIR/hosts file.

Example 9-2 Format of LSF_CONFDIR/hosts file

16.21.24.15 atlasmsO atlasmsO-extl

16.21.24.16 atlasmsl atlasmsl-extl

16.21.24.60 atlasDO atlasO atlasO-extl atlas0-ext2 atlas0-eip0 atlasl atlasl-extl
atlasl-eip0O atlas2 atlas2-eip0 atlas3 atlas3-eipO

16.21.24.61 atlasDl atlas4 atlasd4-extl atlas4-ext2 atlas4-eip0 atlas5 atlasS5-extl
atlas5-eip0 atlasé atlas6-eip0 atlas7 atlas7-eip0

Example 9-2 is explained as follows:

System comprises two management servers and two domains configured as virtual hosts
16.21.24 .15 isthe external interface address of atlasmsO (management server)
16.21.24.16 isthe external interface address of atlasms1 (management server)
16.21.24 .60 isthe cluster alias address for atlasDO (virtual host atlasDO0)
16.21.24 .61 isthe cluster alias address for atlasD1 (virtua host atlasD1)

Each domain (atlasDO, atlasD1) contains 4 nodes

The first two members of each domain have an external network interface (atlasO-
extl, atlasl-extl, and so on).

Thefirst member of each domain has an additional external network interface (for
example, this could be an ATM network). The extension -ext2 (for example, atlas4-
ext2) has been chosen for this example, but another name or extension could have been
used.

Note:

If the nodes contain additional external interfaces (for example, atlas4-ext2), the
names of these interfaces should also be included in the LSF hosts file. This format
ensuresthat the LSF CAA failover operates correctly and that L SF commands can be
run from all nodes that run L SF daemons.

9.3.1.1 Configuring LSF_SERVER_HOSTS

To submit LSF commands from the nodes which do not run L SF daemons, define the

following variable in the Isf.conf file:
LSF_SERVER HOSTS='"the list of all LSF hosts"
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In Example 9-2, the entry should be as follows:
LSF_SERVER HOSTS="atlasms0 atlasmsl atlasDO atlasD1"

For more information about the L SF hostsfile, see the HP AlphaServer SC Platform LSF®
Reference.

9.3.1.2 When to Update the Hosts File
The LSF_CONFDIR/hosts file should be updated in the following cases:

When you add adomain as an L SF server host

When you add other (external) interfaces to any node in a domain.
When you add anode to adomain

If you change any I P address listed in the file

If you change the name of any network interface

9.3.2 Starting LSF on the SC Cluster

To start the cluster, do the following:

9-12

If adomainis configured asasingle virtual LSF host, log on to any node of that domain,
and run the following command on each domain on the cluster configured asvirtual L SF
host:

# caa start 1sf

On the management server, and on the cluster nodes configured as real L SF hosts, log on
to the node and set your L SF environment as follows:

For csh or tcsh:
% source /usr/share/lsf/conf/cshrc.lIsf

For sh, ksh, or bash:
$ . /usr/share/lIsf/conf/profile.lsf

Run the following command:
# 1lsf daemons start

Repeat this procedure on each L SF host.

Use the following command to reactivate all L SF queues after upgrading:
% badmin gact all

To test your cluster, run some basic L SF commands (for example, Isid, Ishosts,
bhosts)
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Note:

After testing your cluster, be sure all LSF usersinclude LSF_CONFDIR/cshrc. Isf
or LSF_CONFDIR/profile.Isfinther .cshrcor .profile.

9.3.3 Verifying that the Configuration is Correct

To check that the configuration is correct, do the following:

1. Logonasroottoany LSF server.

2. Verify the configuration of the /etc/clua_services file, which registers LSF asa
CAA service.

The port numbers for the L SF daemons Lim (LSF_LIM_PORT), sbatchd
(LSB_SBD_PORT), res (LSF_RES_PORT), mbatchd (LSB_MBD_PORT), rla
(LSF_RLA_PORT) must match the ports configured in Zusr/share/Isf/conf/
Isf.conf.

Virtual hosts are set up with in_siingle, out_alias options, single-node hosts are
set up with in_multi, in_noalias options.

Each daemon should have two entries, one for TCP and one for UDP. Sample Zetc/
clua_services entriesare asfollows:

# LSF -- appended Tue Jul 2 14:46:45 EDT 2002
lim 6879/tcp in single,out_alias

lim 6879/udp in single,out _alias

res 6878/tcp in single,out_alias

res 6878/udp in single,out_alias

sbatchd 6882/tcp in single,out alias

sbatchd 6882/udp in single,out _alias

rla 6883/tcp in single,out _alias

rla 6883/udp in single,out _alias

mbatchd 6881/tcp in single,out_alias

mbatchd 6881/udp in single,out_alias

If you change the L SF daemon portsin Zusr/share/1sf/conf/1Isf.conf, you
must make corresponding changesto all clua_services files.

For more information about the clua_services file, seetheclua_services(5)
TruCluster 64 man page.

For more information about CAA, see the HP TruCluster Server: High Availability
Applications.

3. UsetheIsload -1 and bhosts commandsto display the load information for all
domainsin the cluster.
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4. After verifying that L SF is operating properly, make L SF available to your users by
having them include Zusr/share/1sf/conf/cshrc. Isf or /usr/share/1sf/
conf/profile.lsfinther .cshrcor .profile.

9.3.3.1 Sample Isload -l output

The status for all domains should be ok. Hosts with the static resource rms defined do not
report io or it load indices. The output should ook similar to the following:

# lsload -1

HOST NAME status rl5s rlm rl5m ut pg io 1ls it tmp SWp mem
atlasDO ok 0.0 0.0 0.0 0% 0.0 - 0 - 7184M 5016M 2432M
atlasD1l ok 0.0 0.0 0.0 0% 0.0 - 1 - 7184M 5004M 2436M
atlas64 ok 0.0 0.0 0.8 0% 0.0 - 2 - 7184M 4756M 32M
atlas65 ok 1.6 1.6 33.2 1% 0.0 - 2 - 7184M 1296M 448M
atlas66 ok 5.2 5.2 5.7 3% 0.0 - 4 - 7184M 4656M 2498M
atlasms ok 0.9 0.9 0.9 22% 0.0 3840 15 0 442M 5088M 2876M

9.3.3.2 Sample bhosts output

9-14

The status for al domains should be ok. The output should look similar to this:
% bhosts

% bhosts

HOST NAME status JL/U MAX NJOBS RUN SSUSP USUS RSV
atlasDO ok - 128 0 0 0 0 0
atlasDl ok - 128 0 0 0 0 0
atlase4 ok - 4 0 0 0 0 0
atlas6b ok - 4 0 0 0 0 0
atlasé66 ok - 4 0 0 0 0 0
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Post-Installation Tasks

This chapter provides an overview of the administrative tasks that are normally carried out
on arecently installed system. It describes, in high-level detail, the kind of operations
normally carried out prior to putting the system into general use. For more detail on how to
perform these tasks, see the HP AlphaServer SC System Administration Guide.

This chapter presents the following topics:

* State of System Immediately After Installation (see Section 10.1 on page 10-2)
*  General Post-Installation Tasks (see Section 10.2 on page 10-3)

* Console Network (see Section 10.3 on page 10-10)

e Storage and File Systems (see Section 10.4 on page 10-11)

e User Administration (see Section 10.5 on page 10-12)

* Cluster Aliases (see Section 10.6 on page 10-13)

*  RMS (see Section 10.7 on page 10-13)
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10.1 State of System Immediately After Installation

10-2

Thetypical state of your system immediately after installation is expected to be as follows:

All nodes are booted and operational.

The first two members of each domain have physical connections to the system storage
array. If you have followed the recommended storage guidelines, four 36GB drives are
configured for each domain: two as a Mirrorset, one as the generic boot disk, and one as
the backup cluster disk. An additional disk is configured as a spareset — the spareset is
shared by all domains.

The Mirrorset stores the clusterwide system storage, specifically /, /var, and Zusr.
These file systems are seen by all nodes within the domain and contain the installed
system software and any optional layered products installed during the installation
process.

Each node has two local disks configured as follows (see Section 2.4.1 on page 2-9):

— First disk: boot partition containing bootable vmunix, genvmunix and startup files;
node swap; node /tmp; and node /local

— Second disk: aternate boot partition; additional swap, /tmp1, and /locall

Configuring asecond disk allows you to boot from that disk if the primary boot disk fails.
Using a second disk permits accessto its tmp and local partitions, and its swap space.

The console manager isrunning on Node O, or on the management server (if configured).
It is monitoring the console lines of all nodes.

All nodes are connected to the management network.
Thefirst two nodes of each domain have external LAN interfaces configured.

Each domain has been configured as a DNS client and as an NTP client. Each may also
be configured asan NIS dave, if NISisin use.

Each domain has been configured as both an NFS server and NFS client.

You may have demonstrator partitions— named fileserv, interactive, and
parallel — configured and running. These are normally set up at the end of the
installation process as part of the installation verification. The partitions as defined may
not match your site requirements.

Before putting the system into general use, you typically need to perform anumber of tasks
to develop afinal system configuration that meets your site requirements and policies. These
include such tasks as configuring further network interfaces, storage, and file systems, as
well as user administration. The remainder of this section provides a high-level description of
the nature of these tasks, and how they differ from configuring anormal SMP system.
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10.2 General Post-Installation Tasks

This section describes the following general post-installation tasks:
* Restrict Accessto Login Nodes (see Section 10.2.1 on page 10-3)

e Back Up and Restore the Management Server Root (/), /usr, and /var File Systems (see
Section 10.2.2 on page 10-4)

* Back Up the Cluster Root (/), /usr, and /var File Systems (see Section 10.2.3 on page 10—
7)
* Implement Security Recommendations (see Section 10.2.4 on page 10-10)

10.2.1 Restrict Access to Login Nodes

You may wish to prevent users from logging on to nodes that are used to run parallel
programs. Thiswill ensure that the resources of the node are devoted to running the parallel
program, and are not affected by interactive users. The procedure to restrict accessto login
nodesis asfollows:

e |dentify the nodes that are to be used for parallel programs.

*  Generally, such nodes correspond to one or more RM S partitions. You should mark these
partitions as being of type parallel. Thismeansthat rlogin (and rsh access) is
disabled on these nodes. The process for marking RM S partitions as parallel is
described in Chapter 5 of the HP AlphaServer SC System Administration Guide.

* Usersuseacluster alias, generally the default cluster alias, to log onto the HP
AlphaServer SC system. By default, all nodes in adomain are members of (or join) the
default cluster alias. Also, the alias attributes are the same on all nodes. This means that
when auser logs into the system through the default cluster alias, they may log into any
of the nodes within the domain. You can configure the default cluster alias properties so
that you control the nodes that the cluster alias mechanism will select.

The processto configure the default cluster dliasis asfollows:
1. Runthe Cluster Alias Manager System Management Menu as follows:

# sysman clua aliases
2. Choose DEFAULTALIAS and select Modify...
3. Modify the properties of each member as follows:
a. Todisableloginto amember (node): set the selection weight (SELW) to O (zero).

b. To enableloginto amember (node): set the selection weight (SELW) to a positive
number.

These changes do not take effect until you shut down and boot all nodes. To change aias
properties without shutting down and booting, run cluamgr (8) on every node of adomain.
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For example, to restrict users so that they can only login to Node 0 and Node 1 in a 16-node
domain, use the following sample command:

# scrun -n 'atlas[0-1]' '/usr/sbin/cluamgr -a alias=DEFAULTALIAS, selw=3'
# scrun -n 'atlas[2-15]' '/usr/sbin/cluamgr -a alias=DEFAULTALIAS, selw=0'

10.2.2 Back Up and Restore the Management Server Root (/), /usr, and /var File

Systems

This section describes how to backup and restore the management server root (/), Zusr, and
/var file systems.

Specific details for backing up a clustered management server are not included, however, the
same basic commands could be extended for that purpose.

10.2.2.1 Backup the Management Server

10-4

To back up the management server, perform the following steps:
1. Clonethe root, usr, and var file sets asfollows:

atlasms# clonefset root domain root rootclone
atlasms# clonefset usr domain usr usrclone
atlasms# clonefset var domain var varclone

2. Create mount points for the cloned file systems as follows:
atlasms# mkdir /rootclonemnt
atlasms# mkdir /usrclonemnt
atlasms# mkdir /varclonemnt

3. Mount the cloned file systems as follows:
atlasms# mount root domain#rootclone /rootclonemnt
atlasms# mount usr domain#usrclone /usrclonemnt
atlasms# mount var domain#varclone /varclonemnt

4. Using aspare disk (assumed to be dsklc) of equal sizeto the original boot disk, create a
backup file domain as follows:
atlasms# mkfdmn /dev/disk/dsklc ms_backup domain

5. Create backup root, usr, and var file sets as follows:
atlasms# mkfset ms backup domain root bkup
atlasms# mkfset ms backup domain usr bkup
atlasms# mkfset ms backup domain var bkup

6. Create mount points for the backup file systems as follows:
atlasms# mkdir /root_bkup
atlasms# mkdir /usr_bkup
atlasms# mkdir /var bkup

7. Mount the backup file systems as follows:
atlasms# mount ms backup domain#root bkup /root bkup
atlasms# mount ms backup domain#usr bkup /usr bkup
atlasms# mount ms backup domain#var bkup /var bkup
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Dump the original datato the backup file systems as follows:

atlasms# vdump -0f - /rootclonemnt | vrestore -xf - -D /root bkup
atlasms# vdump -0f - /usrclonemnt | vrestore -xf - -D /usr_bkup
atlasms# vdump -0f - /varclonemnt | vrestore -xf - -D /var_bkup

Unmount the backup file systems as follows:
atlasms# umount /root bkup

atlasms# umount /usr_ bkup

atlasms# umount /var bkup

Remove the backup mount points as follows:
atlasms# rmdir /root bkup
atlasms# rmdir /usr bkup
atlasms# rmdir /var_ bkup

Unmount the cloned file systems as follows:
atlasms# umount /rootclonemnt
atlasms# umount /usrclonemnt
atlasms# umount /varclonemnt

Remove the clone mount points as follows:
atlasms# rmdir /rootclonemnt
atlasms# rmdir /usrclonemnt
atlasms# rmdir /varclonemnt

Remove the clone file sets as follows:
atlasms# rmfset root domain rootclone
atlasms# rmfset usr domain usrclone
atlasms# rmfset var domain varclone

After the above commands have been run, the layout of the file systems (assuming that dsk0
isthe original boot disk) is asfollows:

disk partition=dskOa

domain=root_domain
filesystem=root

disk partition=dskod

domain=usr_domain
filesystem=usr

disk partition=dskOe

domain=var_domain
filesystem=var

disk partition=dskic

domain=ms_backup_domain
filesystem=root_bkup
filesystem=usr_bkup
filesystem=var_bkup
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10.2.2.2 Restore the Management Server

10-6

To restore the management server, perform the following steps:

1

10.

11.

Connect to the console of the management server and ensure that it is at the SRM
prompt.

Boot the management server from the CD-ROM (or from RIS if available) as follows:
P00>>> set bootdef dev ""
P00>>> boot dga0l

Exit to a UNIX shell prompt by selecting option 3 from the installation menu.

Create the symbolic link necessary for the backup domain (whereit is assumed that dsk1
is the backup disk used earlier):

atlasms# mkdir /etc/fdmns/ms_backup domain

atlasms# cd /etc/fdmns/ms backup domain

atlasms# ln -s /dev/disk/dsklc

Create mount points for the backup file systems as follows:
atlasms# mkdir /var/tmp/root bkup

atlasms# mkdir /var/tmp/usr bkup

atlasms# mkdir /var/tmp/var bkup

Mount the backup file systems as follows:

atlasms# mount ms backup domain#root bkup /var/tmp/root bkup
atlasms# mount ms backup domain#usr bkup /var/tmp/usr bkup
atlasms# mount ms backup domain#var bkup /var/tmp/var bkup

Create the symboalic link necessary for the original root domain (whereit is assumed that
dsko isthe original boot disk):

atlasms# mkdir /etc/fdmns/root domain

atlasms# cd /etc/fdmns/root_domain

atlasms# ln -s /dev/disk/dskOa

Create the symbolic link necessary for the origina usr domain (where it is assumed that
dskO isthe original boot disk):

atlasms# mkdir /etc/fdmns/usr domain

atlasms# cd /etc/fdmns/usr domain

atlasms# ln -s /dev/disk/dsk0d

Create the symbolic link necessary for the original var domain (where it is assumed that
dsko isthe original boot disk):

atlasms# mkdir /etc/fdmns/var domain

atlasms# cd /etc/fdmns/var domain

atlasms# ln -s /dev/disk/dskOe

Create mount points for the original file systems as follows:
atlasms# mkdir /var/tmp/root
atlasms# mkdir /var/tmp/usr
atlasms# mkdir /var/tmp/var

Remove the original file systems as follows:
atlasms# rmfset root domain root
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atlasms# rmfset usr domain usr
atlasms# rmfset var domain var

Recreate the original file systems as follows:
atlasms# mkset root domain root
atlasms# mkfset usr domain usr
atlasms# mkfset var domain usr

Mount the original file systems as follows:

atlasms# mount root domain#root /var/tmp/root
atlasms# mount usr domain#usr /var/tmp/usr
atlasms# mount var domain#var /var/tmp/var

Restore the backed up datato the original file systems as follows:

atlasms# vdump -0f - /var/tmp/root bkup | vrestore -xf - -D /var/tmp/root
atlasms# vdump -0f - /var/tmp/usr bkup | vrestore -xf - -D /var/tmp/usr
atlasms# vdump -0f - /var/tmp/var_ bkup | vrestore -xf - -D /var/tmp/var

Shut down the management server as follows:
atlasms# shutdown -h now

Boot the management server from the original disk asfollows:
P00>>> set bootdef dev dkal
P00>>> boot dkal

10.2.3 Back Up the Cluster Root (/), /usr, and /var File Systems

When creating the cluster (using sra clu_create clustername), the sra command
promptsfor, and partitions, the backup cluster disk. However, it does not copy the contents of
the cluster disk to the backup cluster disk. You must back up the cluster disk contents.

Note:

Before creating the cluster, the Zusr file system and the /var file system may bein
separate file domains, or they may be in asingle file domain. After creating the
cluster (using sra clu_create clustername), the Zusr file system and the
/var file system will bein two separate file domains, even if they werein asingle
file domain before creation of the cluster.

This section describes how to back up the cluster disk. Chapter 2 of the HP AlphaServer SC
System Administration Guide describes how to boot the cluster using the backup cluster disk
created in this section.

To back up the cluster disk, perform the following steps (on the first node of each domain):

1

Make the backup cluster root (/), Zusr, and /var file domains and filesets. For
example:

atlasO# mkfdmn /dev/disk/dsk5b cluster root bkup
atlasO# mkfset cluster root bkup root
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atlasO# mkfdmn /dev/disk/dsk5g cluster usr_ bkup
atlasO# mkfset cluster usr bkup usr

atlasO# mkfdmn /dev/disk/dsk5h cluster var bkup
atlasO# mkfset cluster var bkup var

The primary cluster disk now contains the following:
— Thecluster_root file domain pointsto the primary cluster disk (dsk3).

— Thecluster_root_bkup file domain represents storage (dsk5) that will be used
to back up the contents of the cluster_root disk.

The primary cluster disk contains similar file domainsfor cluster Zusr and cluster /var.

Make backup mount points for cluster root (/), Zusr, and /var. For example:
atlasO# mkdir /root_bkup

atlasO# mkdir /usr bkup

atlasO# mkdir /var bkup

Mount the backup cluster root (/), Zusr, and /var file systems. For example:
atlasO# mount cluster root bkup#root /root bkup

atlasO# mount cluster usr bkup#usr /usr_bkup

atlasO# mount cluster var bkup#var /var_ bkup

Create aclone fileset for cluster root (/), Zusr, and /var file systems. For example:
atlasO# clonefset cluster root root rootclone

atlasO# clonefset cluster usr usr usrclone

atlasO# clonefset cluster var var varclone

Make mount points for the clone filesets:
atlasO# mkdir /rootclonemnt
atlasO# mkdir /usrclonemnt
atlasO# mkdir /varclonemnt

Mount the clone filesets:

atlasO# mount cluster root#rootclone /rootclonemnt
atlasO# mount cluster usr#usrclone /usrclonemnt
atlasO# mount cluster var#varclone /varclonemnt

Back up the cluster root (/), Zusr, and /var file systems. For example:

atlasO# vdump -0f - /rootclonemnt | vrestore -xf - -D /root bkup
atlasO# vdump -0f - /usrclonemnt | vrestore -xf - -D /usr bkup
atlasO# vdump -0f - /varclonemnt | vrestore -xf - -D /var bkup

Step 7 performs an exact copy of the contents of the primary cluster disk. Therefore, the
cluster_root, cluster_usr, and cluster_var file domains— on the primary
cluster disk and on the backup cluster disk — point to the primary cluster disk (dsk3).

Change these file domains on the backup cluster disk, so that they point to the backup
cluster disk (dsk5) instead. For example:

atlasO# cd /root bkup/etc/fdmns/cluster root

atlasO# rm *

atlasO# 1ln -s /dev/disk/dsk5b

atlasO# cd /root_bkup/etc/fdmns/cluster usr
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atlasO# rm *
atlasO# 1ln -s /dev/disk/dsk5g

atlasO# cd /root bkup/etc/fdmns/cluster var
atlasO# rm *

atlasO# 1ln -s /dev/disk/dsk5h

Sincethe cluster_root and cluster_root_bkup file domains on the backup boot
disk now point to the same disk (dsk5), you must removethecluster_root_bkup file
domain on the backup cluster disk. Similarly, you must removethe cluster_usr_bkup
and cluster_var_bkup file domains on the backup cluster disk.

To remove the backup file domains from the backup cluster disk, enter the following
commands:

atlasO# rm -rf /root bkup/etc/fdmns/cluster root bkup

atlasO# rm -rf /root bkup/etc/fdmns/cluster usr bkup

atlasO# rm -rf /root bkup/etc/fdmns/cluster var bkup

Unmount the backup cluster root (/), Zusr, and /var file systems. For example:
atlasO# umount /root bkup
atlasO# umount /usr bkup
atlasO# umount /var bkup

Remove the mount points for the backup cluster root (/), /usr and /var file systems. For
example:

atlasO# rmdir /root bkup

atlasO# rmdir /usr bkup

atlasO# rmdir /var_bkup

Unmount the clone filesets for cluster root (/), /usr and /var file systems. For example:
atlasO# umount /rootclonemnt
atlasO# umount /usrclonemnt
atlasO# umount /varclonemnt

Remove the mount points for the clone file systems. For example

atlasO# rmdir /rootclonemnt

atlasO# rmdir /usrclonemnt

atlasO# rmdir /varclonemnt

Use the fi le command to identify the major and minor numbers of the new
cluster_root device. For example:

atlasO# file /dev/disk/dsk5b

/dev/disk/dsk5Sb: block special (19/221)

Record these numbers; you will need them to boot using the backup cluster disk, if the
primary cluster disk fails.
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10.2.4 Implement Security Recommendations

When configuring the RIS Server, note that RIS will add /ris/* and /var/adm/ris/* to
the Zetc/exports file. While this has not proved to be a security problem previously, for
highly-secure clusters, you may want to remove these exports after the install/upgrade
procedure has completed. However, if you remove these exports, they must be added back
before you add any additional nodes.

Following the installation of the AlphaServer SC V2.6 software, the management server (or
thefirst cluster when there is no management server) will NFS export the /var/sra/diag/
qguadrics directory to the other domains, and the first node of the other domains will mount
this directory using their Zetc/member_fstab file.

This directory is used during the Interconnect Diagnostics, specifically the
elan_level_test and the elansoaktest diagnostics (refer to the HP AlphaServer SC
Interconnect Installation and Diagnostics Manual for more information). These diagnostic
utilities are run on each node of the system, and their outputs are recorded beneath this
directory for subsequent parsing and analysis by the management server.

By default, this exported filesystem can be mounted by systems other than the HP
AlphaServer SC domains. While this has not proved to be a security problem previously,
security conscious sites may want to lock down these exports, when the installation is
complete. For example, the line in the Zetc/exports file could be modified to contain a
space-separated list of aliases for the lead members of each domain as follows:

/var/sra/diag/quadrics -root=0 atlasO atlas0O-extl atlasl atlasl-extl atlas32...

Such a change will mean that the filesystem can only be mounted by those servers, and this
will mean that the diagnostic utility will continue to function normally.

10.3 Console Network

The console manager allows you to monitor and connect to the console of each node within
the system. It also produces a time-stamped log of each console’s outpui.

The console manager is automatically configured at installation time, and the information is
stored in the sc_cmf table in the SC Database. This information in the table defines which
ports of the terminal server each node is connected to.

Most sites normally have other devices (for example, RAID controllers) that use a serial port
for monitoring and control. It may be convenient to use the console manager facilitiesto do
this. Local extensionsto the configuration can be stored inthe /var/sra/cmf.conf. local
file. Thisfile has the same format as the standard configuration file:

<name> <terminal server hostname> 20<port numbers

If the console manager detects the existence of thisfile at startup, it will manage the ports
defined therein.
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For more details on the console network, see Chapter 14 of the HP AlphaServer SC System
Administration Guide.

10.4 Storage and File Systems

When installed, the system’s mandatory file systems (/, Zusr, and /var) are served by the
first node in each domain. The second node in each domain is also connected to the system
storage, for failover.

Each node hasits own local storage configured as a mixture of tmp, local, and swap.

Note:

Theselocal disks are now mounted as “server only”, by usingthe -o server_only
flag. Specifying this mount option means that if a node panics or isreset, the local
file systems are unmounted. If you do not specify this mount option, the file systems
will remain mounted if anode panics or isreset, which can makeit difficult to delete
amember, or to switch to the alternate boot disk.

However, mounting these disks as “ server only” also means that these file systems
will not be accessible from other members in the cluster. If you wish to remove the
server_only mount option, run the following command:

atlasms# scrun -d atlasDO '/usr/sbin/rcmgr delete SC _MOUNT OPTIONS'

You may wish to make the following alterations to your storage system:

1

ok~ 0D

Populate the storage controller with additional spindles and create file systems on the
new storage.

Connect additional nodes to the storage array.
Add further local storage to individual nodes.
Make decisions regarding which node serves which file system.

Serve file systems to other domains within the HP AlphaServer SC system using SC File
System (SCFS). See Chapter 7 of the HP AlphaServer SC System Administration Guide
for more information about SCFS.

Set up a Parallel File System (PFS). See Chapter 8 of the HP AlphaServer SC System
Administration Guide for more information about PFS.

Serve file systems to external clients.
Mount file systems served by external servers.
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Note:

Each node within adomain is theoretically a server to all other nodes within the
domain. It isautomatically aclient of al file systems within the domain. We use the
term theoretically here because, under typical operation, a small subset of nodes
actually servesfile systems to other nodes.

For example, as configured, the first node of the domain servesthe 7, /usr, and
/var file systemsto all other nodes.

10.5 User Administration
Immediately after the installation, no users (with the exception of compulsory system users)
have been added to the system.

If your siteis using NIS for user administration, then it is not necessary to set up user
accounts. NIS, if required, will have been configured at installation time.

If you do not have an external NIS server, then consistent user administration data must be
available on each domain.

Note:

User administration data will be consistent within a domain.

To ensure that user administration data is consistent on each domain, perform either of the
following tasks:

*  Onthefirst domain, use the system administration tools for user administration and
replicate the relevant files (/etc/passwd, /etc/group) to the other domains. If
enhanced security is configured, use the convuser and convauth utilities to extract
datafrom one domain and transfer it to another.

* Nominate one domain as an internal NI'S master, and configure the other domainsasNIS
slave servers.

Aswell as adding usersto the UNIX configuration files, you must register new users with the
RMS system. RM S users may operate as standal one users or as members of projects.
Therefore, registering new userswith RMS may result in updating three RM S database tables
— theusers table, the projects table, and the access_controls table — asfollows:

* Theusers tablelists all registered RMS users. It also records project membership for
each user. Every user is automatically a member of the default projects.
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* Theprojects tablelistsal registered projects. Users can submit jobs as themselves or
as amember of a specific project.

* Theaccess_controls table specifies resource limits that apply to a user or project.

The tables can be manipulated by using SQL commands or by using the sra_user graphical
utility.

SQL commands can be useful when used in site-specific tools to convert batches of users.
For more details about RM S administration, see Section 10.7 on page 10-13 of this manual,
and Chapter 5 of the HP AlphaServer SC System Administration Guide.

10.6 Cluster Aliases

Each domain within the HP AlphaServer SC system can be addressed by asingle IP alias.
Thisis called the default alias. For example, in a 64-node system called atlas, the default
dias of the first domain is atlasDO; the default alias of the second domainisatlasD1.

ThealiasatlasDO isaspecia IP addressthat can refer to any of the first 32 nodes. You may
wish to create further aliases; for example, you may wish to use the first four nodes for login/
interactive and program development work.

Todothis, create an alias (for example, atlas-dev), and make the first four nodes members
of thisalias. The cluster alias feature is quite flexible, you can assign different weights and
priorities to different nodes. This can be used to preferentially select specific nodes, or to
only select some nodes when others are available.

The cluster alias facility is discussed in more detail in Chapter 19 of the HP AlphaServer SC
System Administration Guide.

10.7 RMS

For arecently installed system, there are two types of RM S system administration tasks:
e Mandatory RMS Administration Tasks (see Section 10.7.1 on page 10-13)
*  Optiona RMS Administration Tasks (see Section 10.7.2 on page 10-14)

10.7.1 Mandatory RMS Administration Tasks

The following RM S administration tasks are mandatory:
1. Define and set up partition(s).
2. Start the partition(s).
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3.

4,

Configure the system to notify the system administrators when significant events occur.
For example, an notification might be sent for an RMS partition state transition. Refer to
the HP AlphaServer SC System Administration Guide for instructions on configuring
event notifications.

Back up the RM S database.

Theinstallation process creates one project, named default. When a user uses prun to run
ajob without specifying apartition, the job is automatically run asamember of the default
project. Without making any changes, any UNIX user of the system can run parallel jobs on
the system. See Chapter 5 of the HP AlphaServer SC System Administration Guide for
further details.

10.7.2 Optional RMS Administration Tasks

You may wish to configure various RM S tables to reflect site policy, by performing some or
all of the following tasks:

1

7.

Add usersto the RM S database.
You can use the graphical utility sra_user to import usersfrom the /etc/passwd file.
Define projectsin the RM S database.

As mentioned earlier, the installation process creates one project, named defaul t. You
can create additional projects.

Set up access controls for users and projectsin the RM S database.

You can limit access to certain partitions. Within a partition, you can specify CPU and
memory limits.

Define partition types.

Partition types specify the way in which the partition should be used (for example:
interactive development, parallel programs only, both).

Define partition attributes.
Partition attributes control resource usage and apply usage limits to users of the partition.

Update the RM S database to specify which users should be notified when the following
error conditions are found:

* Node status has changed (set the emai I -node-status attribute)
e Partitionisblocked (set the emai I-partition-blocked attribute)

*  Temperature has changed by more than 2°C (set the emai I-module-tempwarn
attribute)

e Event handler did not complete in time (set the emai 1-event-escalate attribute)
Create apolicy for cleaning old entries from the database.

You can use the graphical utility sra_user to manipulate RM S database tables.
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Alternatively, you can use SQL commands to manipulate the individual tables directly. See
Chapter 5 of the HP AlphaServer SC System Administration Guide for further details.
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Troubleshooting

This chapter describes some of the common problems found when installing an HP
AlphaServer SC system, and provides solutions to these problems. See also the "Known
Problems" section of the HP AlphaServer SC Release Notes and the Troubleshooting chapter
of the HP AlphaServer SC System Administration Guide.

The information in this chapter is structured as follows:

Tipsfor Installing an HP AlphaServer SC System (see Section 11.1 on page 11-2)
Install SC Errors (see Section 11.2 on page 11-5)

Interpreting Problems During Software I nstallation (see Section 11.3 on page 11-5)
Boot Errors (see Section 11.4 on page 11-17)

Adding RIS Client With No Default Route (see Section 11.5 on page 11-25)

Corrupt .member.list File Causes Core Dumps (see Section 11.6 on page 11-25)
Adding aNew Member Fails (see Section 11.7 on page 11-26)

sra setup Errors (see Section 11.8 on page 11-26)

Terminal Server Errors (see Section 11.9 on page 11-27)

rinfo Command Displays UID or Wrong User Name (see Section 11.10 on page 11-28)
How to Drop and Rebuild the RM'S Database (see Section 11.11 on page 11-29)
rcontrol Reports Errors During Node Boot (see Section 11.12 on page 11-29)

rcontrol Reports Error When Starting Partitions (see Section 11.13 on page 11-30)
clu_get_info Prints CONFIGURATION_ERROR (see Section 11.14 on page 11-30)
How to Powercycle an HP AlphaServer SC System (see Section 11.15 on page 11-30)

Error When Installing the Elan Subset on a Management Server (see Section 11.16 on
page 11-32)
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» Database Access Denied Errors (see Section 11.17 on page 11-32)

» Database Access Denied Error on Some Domains (see Section 11.18 on page 11-33)

* Diagnosing Federated Network Routing Problems (see Section 11.19 on page 11-34)
* Wakeup on LAN (WOL) Problem (see Section 11.20 on page 11-34)

» scfsmgr/pfsmgr report Could Not Open Socket (see Section 11.21 on page 11-35)

*  Problem with HSG Devicesin Installation Process (see Section 11.22 on page 11-35)
* Upgrade Errors (see Section 11.23 on page 11-37)

* Interpreting Problems During Software Upgrade (see Section 11.24 on page 11-40)

* Increasing the Number of ptys (see Section 11.25 on page 11-45)

* Increasing Socket Listen Queue Limits (see Section 11.26 on page 11-46)

11.1 Tips for Installing an HP AlphaServer SC System

This section contains various helpful tips and guidelines that may assist you when
performing the reinstallation of an HP AlphaServer SC system. The stepsin this section are
designed to interleave with the usual steps of Chapter 5 and Chapter 6 as opposed to being a
replacement for those chapters. If you are uncertain about any steps, you should consider
Chapter 5 and Chapter 6 to be the authority.

1. Beforetaking the existing system out of production, perform a database backup using the
rmsbackup utility. Archive the database backup file (the newest filein /var/rms/
backup) offline, so that it is not affected by the management server re-installation.

2. If you have a clustered management server, then once the SC software has been installed
or upgraded, and the management server is running from the rebuilt kernels, you should
actually shut down the member2 node while you build the sra database and install or
upgrade the nodes. For a clustered management server or a cluster with no management
server, then after installing the first domain, you should shut down al nodes, except the
lead node in the domain, before installing or upgrading the other domains. This action
will eliminate any risk of complex routing problems occurring with bootp packets, where
the dhcp CAA serviceis accidentally located on member2 while the gateway entry in the
bootptab file will indicate memberl.

3. Immediately following the sra setup step, you should back up the new sra database
with the rmsbackup utility. Perform the following checks:

a. Perform aline-by-line comparison of the earlier database backup with the latest
backup, with afocus on the following tables: sc_nodes, sc_system, sc_networks,
sc_system_devices, attributes, and sc_domain.
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Perform aline-by-line comparison of the earlier database backup with the latest
backup, with afocus on the following tables: sc_scfs, sc_pfs, and their associated
tables.

4. Review the SRA database as follows:

5.

a

d.

Check the generic swap, tmp, and local settings in the sra database using the sys
menu option within the sra edit command, and review the boot-first and boot-
second image settings.

Check the | P addresses for the corporate Ethernet connections on any nodes with a
corporate connection.

Check that the router, netmask, mail server, NIS server, DNS server settings as
defined by show sys in the sys menu option within the sra edit command are
accurate and can be pinged.

Check the seed addresses for the preferred server aliases.

In order to avoid problems with the probe ordering of local SCSI disks versus disks
presented via Fibre Channel, some additional steps can be taken. While the compute
nodes are at SRM (that is, before dispatching the sra instal l commands on the
management server), perform the following changes:

a

For SC40/SC45 systems (not SC20 systems), run the following commands in the

order shown to ensure that there are no bootable HSG/HSV devices:

# sra command -domains all -member 1 -command init -limit no

# sra command -domains all -member 1 -command wwidmgr -clear all \
-limit no

# sra command -domains all -member 1 -command init -limit no
Disconnect the FC cables (or disable LUN access) to the memberl nodes (lead
members) to the Cluster System storage.

Disconnect the FC cables (or disable LUN access) to the member2 nodes to the
Cluster System storage.

Disconnect the FC cables (or disable LUN access) to al SCFS server nodes from the
relevant EMA/EVA storage.

If you have performed any type of SCSI disk movements, then run the command:
# sra reset -nodes all

Note:

Alternatively, you could have allowed the sra setup command to initialize
the nodes when it prompted you to do this.
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6.

10.

11.

On the lead members, before they are installed with SC software, check that the UNIX
devices as seen from the RIS environment have the expected UNIX specia device
names. This check determinesif dsk0 isthe UNIX special device name for the primary
boot disk, and if dsk1 isthe UNIX special device name for the aternative boot disk, and
to seeif dsk2 existsin readiness for the standalone UNIX image. To do this, perform the
following steps:

a.  Run the following commands (the first command will ensure that an old hwmgr
database is not used — this variable istypically cleared before amember is
installed):

# sra script -domains all -members 1 -command set bootdef dev
# sra script -domains all -members 1 -script rishwmgrviewdevices

b. When finished, check the list of disks reported by the script, and, if necessary, you
can search the console logs of the lead members for the outputs to the resulting
hwmgr command.

c. Where you see anomalies, the hardware layout should be changed to ensure a more
correct probe order, or alternatively, the generic entry (or node-specific entries) in
the sra edit command should be changed to reflect the reported probe order.

On the non-lead members (members2 through 32), before they are installed with SC
software, check that the UNIX devices as seen from the RIS environment have the
expected UNIX specia device hames. You can use the same SRA script as described in
the previous step. This check determinesif dsk0 isthe UNIX specia device name for
the primary boot disk, and if dsk1 isthe UNIX special device name for the alternative
boot disk (note that dsk2 is not used for SC purposes on the non-lead members). As
mentioned in the previous step, where you see anomalies, the hardware layout should be
changed to ensure amore correct probe order, or alternatively, the generic entry (or node-
specific entries) inthe sra edit command should be changed to reflect the reported
probe order.

When running theinitial sra install command for the domains, include the
parameter —end_state UNIX_Config withthesra install command, so that the
automation will stop after the UNIX configuration is complete.

Later, when the installation command arrives at the end_state of UNIX_Config on all
domains (after approximately 1 hour), reconnect the FC cables (or enable LUN access)
to the member1 nodes (lead members) to the Cluster System storage.

Runtheinitia sra install command again and exclude the end_state parameter
(ensuring that the redo parameter is not included). The command will automatically
continue from the UNIX_ConTig state, and proceed to apply the patch kits onto the
domains.

Whenthesra install automation command has finished (approximately 8 hours) and
al members are added to the domains, perform the following tasks:
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a.  Reconnect the FC cables (or enable LUN access) to the member2 nodes to the
Cluster System storage.

b. Reconnect the FC cables (or enable LUN access) to all SCFS server nodes from the
relevant EMA/EVA storage.

12. Continue remaining steps as described in the installation chapters of this guide, (and for
systems with clustered management servers, you should now boot member2 of the
clustered management server).

11.2 InstallSC Errors

If any errors are noted when running Instal 1SC while upgrading the management server in
Chapter 4, while building the Management Server in Chapter 5, or while building Node 0 in
Chapter 6, then the errors must be addressed before continuing with the installation.

Possible errors that may occur when running the Instal 1SC command are as follows:

* Failureto create the correct RIS area prior to running Instal 1SC. The correct RIS area
should be created as instructed in the appropriate chapter. Once the RIS areais created,
the Instal 1SC command should be run again. By running the command again, you will
quickly step through completed steps to the point where it had failed earlier.

e Failure of the RMS subset installation to add the rms UNIX user or UNIX group. In this
case, the Instal 1SC command should be run again with the -remove option. The
ground rules for NIS should be checked in Configure NIS (see Section 5.1.5.6 on page
5-19) or Configure NIS (see Section 6.1.4.6 on page 6-16). Once the problem is solved,
then the Instal 1SC command can be run again with the —instal I option.

The same Instal 1SC utility is used when updating the HP AlphaServer SC software on the
domains. During this process, there may be a message to indicate that the RIS area does not
exist. Thisis abenign warning on adomain because the only RIS arearequired is the one on
the management server.

11.3 Interpreting Problems During Software Installation

Theinstallation of a management server is effectively a manual process and the steps
required are fully described in Chapter 5. The steps are clearly explained and if problems
occur, the diagnosis should be straightforward.

Once the management server isinstaled, then the subsequent installation of the domainsis
an automated process that is controlled and monitored by various sra scripts. Thereis a state
machine that controls this automated process. A basic description of the installation state
mechanism is provided in Understanding the Automated I nstallation Process (see Section 7.1
on page 7-1).
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In the following subsections, further information is provided that may assist you in resolving
problems that may arise during each state of the installation process.

The install ation status of each node can be reported using the command:
sra install_info -node atlas[0-31]

This command will report the node's status as being one of the following:
e UNIX_Installed

e UNIX_Config

e UNIX_Patched

e SC Installed

¢ SC_Patched

e NHD_Installed

* CLU Create

e CLU_Added

* Bootp_Loaded

* Member_Added

Having initially established that anodeisin a particular state, it is then necessary to
understand if any command is currently in progress or queued for a given node. This
command information isvisiblefromthesra install_info output command above,
and the command information can aso be reported using the following command.:

sra command_info

The advantage of the above command isthat it will list all commands queued and in progress
without needing to specify what nodes might be involved.

Where a command has recently stopped as aresult of an error, then an error message will be
indicated in the status column of either reports above. It is anticipated that the status message
will be descriptive enough to indicate the cause of the error. However, for more complex
problems, it may be necessary to understand the typical actions that happen during each
installation state, and to be aware of the log file locations in order to determine the cause of
the error. Examples of such information are provided in the following subsections.

A node will remain in the current state until all actions required to progress to the next state
are successfully completed. In the case of some states, these actions can be repeated after
command errors until such time that the automation process succeeds and it can moveto the
next state. However, depending on the error, and depending on the current state, it might not
be possible to repeat the actions. Examples of such scenarios are outlined in the following
subsections.
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11.3.1 Uninstalled State

The current state is that no Tru64 UNIX or HP AlphaServer SC software has been installed
on the domain and all nodes the domain should be at the SRM prompt.

Normal actionsin this state are to RIS-boot each |lead member and install the Tru64 UNIX
base operating system on the UNIX disk. The UNIX disk is usually the third local SCSI disk
in each lead-member and the SRM device name and UNIX special device name of this disk
will have been specified during the sra setup step.

Typica problems during this process are that the RIS boot fails to happen at all or failsto
complete correctly. Typical causes of problems are as follows:

1
2.

© o N o U

10.

Console logger daemon not running.

Incorrect management Ethernet SRM device name defined in the SC database for this
node.

Ethernet cable problems on the management network.

Incorrect Ethernet MAC address registration of the nodes by sra setup inthe Zetc/
bootptab file on the management server.

Joind running on member2 on clustered management servers.

Incorrect sa or gw entriesin the Zetc/bootptab file on clustered management servers.
Missing Zetc/exports entries for the RIS areas.

Incorrect UNIX disk specification for a particular domain.

Probe order causes HSV/HSG-based LUNS to be seen earlier in probe order than local
SCSI disks.

Timeouts during subset install ation because of problems with speed or duplex settings on
management network.

Thetypical log file locations that you can access to diagnose problems in this state are as
follows:

Console logger daemon logfilein /var/sra/adm/1og/cmfd on the management
server.

Lead member consolelog in /var/sra/logs on the management server.

Logsfor the system-level sradaemon in /var/sra/adm/log/srad/srad. log on the
management server.
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Asadebugging aid, it may be useful to RIS-boot the offending node manually from the SRM
prompt using the command boot -p bootp eia0. It might also be useful to runthe joind
daemon in the foreground with debugging enabled, using the command joind -f -d5 on

the management server.

A further debugging aid would be to run the sra ethercheck diagnostic on the relevant
node. Once the cause of the problem is understood and resolved, then the lead member can
be returned to the SRM prompt, and the sra instal I command can simply be run again on

the management server. The automation process will continue from the current state.

11.3.2 UNIX_Installed State

11-8

The current state isthat the Tru64 UNIX operating system has been installed on the first node
of the domain and the lead member of the domain should be booted from the UNIX disk.
Normal actionsin this state are to configure UNIX services and certain other parameters on
the lead member of each domain. Thiswork involves completing the following stepsin the

order shown:

[ S T
a ~ w b kP o
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Log into the lead member while booted from the UNIX disk.
Configure the Ethernet interfaces.

Populate the Zetc/routes file.

Set the GATED parameter in the Zetc/rc.config file.

Enable the NFS server and client services.

Populate the Z7etc/fstab file.

Populate the /etc/hosts file.

Configure DNS.

Configure NIS.

Configure NTP.

Configure Mail.

Configure LMF licence management.

Append the /var/sra/diag/quadrics NFS mount to the /etc/fstab file.
Set the SC_MS parameter in the /etc/rc.config.common file.
Populate the /var/cookies/root cookiefile.
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If there are problems with actions in this state, then the cause can usually be determined by
checking the lead member console log in /var/sra/logs on the management server, or by
checking logs for the sradaemon in /var/sra/adm/log/srad/srad. log on the
management server.

The parameters used when configuring the services listed above are replicated from the same
services on the management server. During sra setup, the parameter values currently in
use on the management server are recorded in the sc_system table.

Problemsin this state are often caused by these parameters being incorrect, perhaps, because
the real parameters on the management server have changed since sra setup established a
baseline set of parametersin the sc_system table.

If required, then these parameters can be edited using the sys menu within sra edit, as
described in Review the SC Database System Settings (see Section 7.2 on page 7—14) prior to
configuring the domains.

Also, thiswill be the first time that the external Ethernet interface of the lead member of the
domain will have been used. It isimportant for the NIS and Mail steps that connectivity is
available from the lead member, through the router and onwards to the NIS server, and the
Mail relay. In particular, for the Mail setup, it isimportant that connectivity to the DNS
server is also available from the lead member.

Typicaly, problemsin this state will result in timeouts during the automation and the lead
member will be reset and revert to the SRM prompt. However, once the cause of the problem
is understood and resolved, then the node can be booted manually to multi-user mode from
the UNIX disk, and the sra install command can simply be run again on the
management server. The automation process will continue from the current state.

11.3.3 UNIX_Config State

The current state is that the Tru64 UNIX operating system has been configured on the first
node of the domain, and the |lead member of the domain should be booted from the UNIX
disk. The normal action for this state isto install the UNIX patch software. This work
involves completing the following stepsin the order shown:

1. Loginthelead member while booted from the UNIX disk.
Shut the lead member down to the SRM prompt.

Boot the node to single-user mode using the UNIX disk.
Start the Internet Services on the node.

Check for pre-existing mounted patch directory.

© g~ w D

Mount the patch directory exported from the management server.
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7. Runthe dupatch script to install the patch kit.
8. Reboot the node.
9. Remove the mount point used for the patch directory.

If there are problems with actions in this state, then the cause can usually be determined by
checking in any of the following locations:

* Thelead member console log in /var/sra/logs on the management server.

* Logsfor the sra daemonin /var/sra/adm/log/srad/srad. log on the
management server.

e The/var/adm/patch/log/session. log fileand the /sys/<system_name>/
errs files on the lead member.

Typica problemsin this state are associated with Ethernet connectivity to the management
server. The management network is used when the management server is unclustered, and
the external network is used when the management server is clustered.

One occasional problem seen in the past occurred due to failure of the Ethernet card and
Ethernet switch port to maintain negotiation. In the case of 100M bps-Full Duplex
connections, then this problem is remedied by setting the switch to use this speed instead of
auto-negotiate, and adding the following line to the Zetc/inet. local file

/sbin/ifconfig ee0 down speed 200 up

When you add this line, the Internet services should be restarted with the rcinet restart
command.

If this state had problems during the dupatch session itself, and after the stage where the
CAUTION message is displayed warning about interruptions to the process, then the lead
member will likely be damaged to the point where this domain will need to be reinstalled
using the -redo Uninstalled parameter of thesra install command. If thisisthe
case, then the node should first be returned to the SRM prompt manually.

For other problemsin this state, once the cause of the problem is understood and resolved,
then the node can be booted manually to multi-user mode from the UNIX disk, and the sra
install command can simply be run again on the management server. The automation
process will continue from the current state.

11.3.4 UNIX_Patched State

The current state is that the Tru64 UNIX operating system patch software has been installed
on thefirst node of the domain. The normal action for this state isto install the HP
AlphaServer SC software. Thiswork involves completing the following stepsin the order
shown:
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Log into the lead member while booted from the UNIX disk.

Invoke the switch from SV C to NSS configuration files for the DNS service.
Stop the sendmai I daemon to avoid interruption of the automation.

Check for the pre-existing mounted scki t directory.

Mount the scki t directory exported from the management server.

Install the individual SC subsetsin turn, by first checking that they are not aready
installed, then performing the installation, and finally checking that they are correctly
installed.

7. Unmount and remove the mount point used for the scki t directory.

© g w D P

8. Start the sra daemon.
9. Restart the sendmai | daemon.

If there are problems with actions in this state, then the cause can usually be determined by
checking in any of the following locations:

* Thelead member consolelog in /var/sra/logs on the management server.

* Logsfor the system-level sra daemon in the /var/sra/adm/log/srad/srad. log
file on the management server.

The most frequent problem experienced during this stage of the processis with access to the
msql daemon on the management server, which will affect the ability to start the sra
daemon successfully. Possible causes include problems with Ethernet connectivity between
the lead member and the management server on both external and management networks, or
an incompatible msql cookiefile /var/cookies/root on this node with that of the
management server.

Another possible problem at this stage of the processis related to NIS, and the requirement
that user id 15 and group id 200 be unused, and that they are available for configuration as
local users/groups by the RMS component.

Once the cause of the problem is understood and resolved, then the node can be booted
manually to multi-user mode from the UNIX disk, and thesra install command can
simply be run again on the management server. The automation process will continue from
the current state.
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11.3.5 SC_Installed State

The current state is that the HP AlphaServer SC software has been installed on the first node
of the domain. There are currently no actions defined for this state. This state was a
placeholder for functionality that was not implemented. Therefore, the automation will
immediately proceed to the next state.

11.3.6 SC_Patched State

The current state isthat the HP AlphaServer SC patch software has been installed on the first
node of the domain. The normal action for this stateisto install the New Hardware Delivery
(NHD) kit. Thiskit was required in previous HP AlphaServer SC software releases and
specifically for the SC20 product. However, more recent HP AlphaServer SC software
releases are based on the Tru64 V5.1B kit, which includes all base software required for all
supported products. This means that the installation of the NHD kit is no longer required.

Therefore, assuming that the -nhdki t parameter tothe sra install command was
included, then the automation will immediately proceed to the next state.
11.3.7 NHD_Installed State

The current state isthat the NHD software has been installed on the first node of the domain.
Although the NHD kit is no longer required for any HP AlphaServer SC products, this state
of the state machine will still be used briefly during al installations.

The actions during this state are to create a single node cluster from the lead member of each
domain. Thiswork involves completing the following stepsin the order shown:

1. Dynamically load the Elan3 kernel module on the lead member.

2. Usethe Z/usr/sys/conf/ .product. list file to populate the member-specific list
file.

3. Create adisk label on the lead member's primary boot disk.
Create adisk label on the lead member's alternative boot disk.

5. Runthe/usr/sbin/clu_create command on thelead member, which inturn creates
the cluster root, Zusr and /var filedomainson the cluster disk, and popul ates these
domains with data from the UNIX disk.

Reboot the node from its primary boot disk as a single node cluster.
Perform the first kernel build on the lead member.

8. Adctivate the various AlphaServer SC specia routing mechanisms as described in
chapters 19 and 22 of the HP AlphaServer SC System Administration Guide.

9. Activate the HP AlphaServer SC binary error logging feature.
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10. Continue booting until a UNIX prompt is displayed.
Typica problems associated with this state are as follows:
* Cabling problems or PCI card problems with the Elan3 interconnect card.

*  Probe order causes HSV/HSG RAIDed LUNSsto be seen earlier in probe order than local
SCSI disks, therefore affecting the selection of primary or alternative boot disks.

» Default swap, local, or tmp settings for primary or alternative boot disksin the SC
database are unsuitable.

*  Probe order causes HSV/HSG RAIDed LUNSsto be seen earlier in probe order than local
SCSl disks, therefore affecting the selection of the cluster disk.

* Persistent reservations on the HSV/HSG-based LUNSs causing /usr/sra/bin/
createclusterlabel tofail to create adisk label because of i/o errors.

* Incorrect network settings: subnet mask, router, or hostsfile.

If there are problems with actions in this state, then the cause can usually be determined by
checking in the lead member console log in the /var/sra/logs file on the management
server, or by checking the /var/sra/Zadm/log/srad/srad. log file and the /cluster/
admin/clu_create. log files on the lead member.

All actions associated with this state are controlled by the srad daemon on the lead member.
The work of that daemon does not complete until the node reaches the UNIX prompt
following clusterization. At that point, the current state is updated to the next state.

However, network configuration problems and/or cluster aliases can prevent the sra daemon
updating the state of the domain in the SC database. This leaves the current sra automation
command unallocated, yet, it will appear that the domain has been clusterized. Such
networking issues need to be resolved, the lead-member needs to be booted manually from
the UNIX disk, and automation run again using the -redo NHD_Instal led parameter of
thesra install command.

A further debugging aid for cabling problems or PCI problemsisto bring the respective lead
member to the SRM prompt, and then run the sra elancheck diagnostic on the relevant
node from the management server.

For other problemsin this state, once the cause of the problem is understood and resolved,
then the node can be booted manually to multi-user mode from the UNIX disk, and the sra
install command can simply be run again on the management server. The automation
process will continue from the current state.
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11.3.8 CLU_Create State

Thisis a state associated with a non-lead member. The current state is that the lead member
of the domain has been clusterized and that the respective non-lead member has not yet been
added to the domain.

The actions associated with this state are to add further non-lead members to the single node
cluster. The lead member is already part of the cluster, and as such, the automation will
immediately move the lead member from this state to the Member_Added state.

For the non-lead members, perform the following steps:
1. Create adisk label on the generic boot disk on the lead member.

2. Runthe Zusr/sbin/clu_add_member command on the lead member (targeting the
non-lead member), which in turn uses the generic boot disk as atemporary member boot
disk that allows the script to create a temporary member specific root domain. Once the
member root domain is complete, the clu_add_member command continuesto
populate the cluster file systems with the member-specific files for the new member.

3. Createageneric_boot_partition for the new member.
4. Populatethe Zetc/clu_alias.config file with data for the new member.

If there are problems with actions in this state, then the cause can usually be determined by
checking in the non-lead member console log in /var/sra/logs on the management
server, or by checking the /var/sra/adm/log/srad/srad. log file and the /cluster/
admin/clu_add_member . log files on the lead member.

Typically, this step is only affected by problems in accessing the generic boot disk such as
basic connectivity, size, or persistent reservations. However, the UNIX disk is used
temporarily during this state, and basic connectivity problems or an inappropriate disk label
on the UNIX disk will cause the processto fail.

Also, if there are any non-responding NFS mounts on the lead member of the target domain,
then this can cause the member add process to stall until the issue with non-responding
mounts is resolved.

Once the cause of the problem is understood and resolved, then the non-lead member should
be returned to the SRM prompt, and the sra instal I command can simply be run again on
the management server. The automation process will continue from the current state.

11-14 Troubleshooting



Interpreting Problems During Software Installation

11.3.9 CLU_Added State

Thisis a state associated with a non-lead member. The current state is that the lead member
of the domain has been clusterized and that the respective node has been added to the
domain. During this state, the non-lead member is RI S-booted so that the local SCSI primary
and alternative boot disk can be popul ated with the root partition information.

For the non-lead members, perform the following steps:

1

2.
3.
4

5.

Createageneric_boot_partition generic boot disk on the lead member.
RIS-boot the non-lead member over the management network.
Mount the /cluster/admin directory from the lead member.

Run the bui Idbootdisk command on the non-lead member to automatically provide
the pertinent information about this member, which in turn partitions and popul ates the
primary and alternative boot disks.

Shut the non-lead member down to the SRM prompt.

Typical problems during this process are that the RIS boot fails to happen or failsto complete
correctly. Typical causes of problems are as follows:

Console logger daemon not running.

Incorrect management Ethernet SRM device name defined in the SC database for this
node.

Ethernet cable problems on the management network.

Incorrect Ethernet MAC address registration of the nodes by running the sra setup
command in the Zetc/bootptab file on the management server.

Joind running on member2 on clustered management servers.
Incorrect sa or gw entriesin the Zetc/bootptab file on clustered management servers.
Missing Zetc/exports entriesfor the RIS areas.

Incorrect generic disk specification for a particular domain.

The typical log file locations that you can access to diagnose problems in this state are as
follows:

Console logger daemon logfilein /var/sra/adm/1og/cmfd on the management
server.

Non-lead member console log in /var/sra/logs on the management server.

Logs for the domain-level sradaemon in the /var/sra/adm/log/srad/srad. log
file on the relevant domain.
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Asadebugging aid, it may be useful to RIS-boot the offending node manually from the SRM
prompt using the command boot -p bootp eia0. It might also be useful to runthe joind
daemon in the foreground with debugging enabled using the command joind -f -d5 on
the management server. A further debugging aid would be to runthe sra ethercheck
diagnostic on the relevant node.

If you wish to repeat the step in question, you can elect to delete the failing member at this
point using the sra delete command, and attempt the process again using the sra
install command.

Once the cause of the problem is understood and resolved, then the non-lead member should
be returned to the SRM prompt, and the sra instal l command can simply berun again on
the management server. The automation process will continue from the current state.

11.3.10 Bootp_Loaded State

Thisis a state associated with a non-lead member. The current state is that the lead member
of the domain has been clusterized and that the respective node has been RIS-booted, and the
boot partitions have been downloaded to each node in the domain.

During this state, the non-lead members are booted in turn using the genvmunix kernel from
their newly created member boot disks.

Typica problems during this process are that the RIS boot fails to happen, or it failsto
complete correctly. Typical causes of problems are as follows:

* Failureto boot from the primary boot disk because of incorrect SRM value defined inthe
SC database for this node.

* Boot disk built on incorrect disk because of incorrect UNIX special device name defined
in the SC database. This may in turn have been caused by the probe order of HSV/HSG-
based L UNs compared with the probe order of local SCSI disks.

* Failureto establish position on the interconnect due to faulty Elan3 PCI card, or bad
connectivity of Elan3 cable.

* Kernel panic during boot from genvmunix caused by failure to deploy generic kernels
following any recent point patches (this can happen when adding a member later in the
lifetime of a system).

Thetypical log file locations that you can access to diagnose problems in this state are as
follows:

e Consolelogger daemon logfilein /var/sra/adm/1og/cmfd on the management
server.

* Non-lead member consolelog in /var/sra/logs on the management server.
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* Logsfor the domain-level sradaemon inthe /var/sra/adm/log/srad/srad. log
file on the relevant domain.

As adebugging aid for problems relating to disk probe order, it may be useful to RIS-boot
the offending node manually from the SRM prompt using the command boot -p bootp
eia0 and exit from the RIS session to the UNIX shell. Then at the UNIX shell, use the
/sbin/hwmgr -view devices command to establish the correct UNIX special device
names for the disks. Later, at the SRM prompt, you can use the show dev command to
identify the corresponding SRM names for these same disks, always remembering the same
bus/target/lun vaues. A further debugging aid for Elan3-related problems, would be to
runthe sra elancheck diagnostic on the relevant node.

For most of the typical problems experienced in this state, it may be necessary to delete the
failing member at this point using the sra delete command, resolve the underlying
problem, and later, attempt the process again using the sra instal l command.

Once the cause of the problem is understood and resolved, then the non-lead member can be
returned to the SRM prompt, and thesra install command can simply be run again on
the management server. The automation process will continue from the current state.

11.3.11 Member_Added State

All members have been added (to the domain), booted, and shut down to the SRM prompt.
Thisisthefinal state of every member during the installation process, and there are no
further actions.

11.4 Boot Errors

This section describes the following boot errors:
* RISBoot Failures (see Section 11.4.1 on page 11-18)
* RIS Boot Reports a Bootstrap Failure (see Section 11.4.2 on page 11-19)

* RISBoot Failure: Cannot Determine RIS Home Directory (see Section 11.4.3 on page
11-19)

* Failed to RIS Boot a Node When Attempting to Add It to the Cluster (see Section 11.4.4
on page 11-20)

e Cannot Communicate with the CAA Daemon (see Section 11.4.5 on page 11-21)
* New Member Failsto RIS Boot (see Section 11.4.6 on page 11-21)

* New Member Fails After RIS Boot (see Section 11.4.7 on page 11-21)

* RIS Boot Error (see Section 11.4.8 on page 11-22)
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* graboot Has Timeout Error (see Section 11.4.9 on page 11-22)

* Elan Error During Node Boot (see Section 11.4.10 on page 11-23)
e Error During Node Boot (see Section 11.4.11 on page 11-23)

* Node Hang During RIS Boot (see Section 11.4.12 on page 11-24)

11.4.1 RIS Boot Failures

The Bootstrap-fail error indicates that the system has failed to boot from its network
interface. Generally thisis because the system has received no response from its BOOTP
requests.

Solution:

Perform the following checks:

a

b.

Check that the network cables are connected correctly.

Check that the network interface is set to the correct speed (use the show
eia0_mode SRM Console command).

Check that the corresponding port in the FastEthernet switch is configured correctly.
Check that spanning trees are disabled on the FastEthernet switch.

Check that the joind daemon is running on the RIS server (the management server,
if used, or the first node of the cluster). If not, restart as follows:
# /sbin/init.d/dhcp start

For a clustered management server, ensure that the non-lead member of the clustered
management server is shut down as described in Section 5.1.7.11.

Ensure that clients have been added to the RIS database.
Note:

If you abort an install command (sra abort -command cmd-id) whilethe
install isin progress, the abort procedure will attempt to return the node, which
may be booting from RIS, to the correct state.

Check that all disksarein their original disk drive.
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Note:

If you move disks, even on the same hode, the system may not boot. Thisis
because the UNIX disk number is associated with the disk, and not with the disk
drive. When you move a disk, the file domain expects the disk number of the
original disk; as this number is now different, the system fails to boot.

Therefore, do not move disksin an HP AlphaServer SC system.

11.4.2 RIS Boot Reports a Bootstrap Failure

The RIS boot may report a bootstrap failure, asfollows:

16/Mar/2001 00:09:41 Broadcasting BOOTP Request...

16/Mar/2001 00:09:41 Received BOOTP Packet File Name is: /ris/ro0kl
16/Mar/2001 00:09:41 local inet address: 10.128.0.47

16/Mar/2001 00:09:42 remote inet address: 10.128.101.1

16/Mar/2001 00:09:42 TFTP Read File Name: /ris/r0Okl

16/Mar/2001 00:09:42 netmask = 255.255.0.0

16/Mar/2001 00:09:42 Server is on same subnet as client.
16/Mar/2001 00:10:16 ..bootstrap failure

Ensure that the tftp entry in Zetc/inetd.conf isnot commented out — the tFtp entry
should be similar to the following:

tftp dgram udp wait root /usr/sbin/tftpd tftpd /tmp
/var/adm/ris /ris

If the problem persists, add a debug flag (-d) to the tftpd entry, asfollows:

tftp dgram udp wait root /usr/sbin/tftpd -d tftpd /tmp
/var/adm/ris /ris

Debug information is sent to syslogd.

11.4.3 RIS Boot Failure: Cannot Determine RIS Home Directory
The RIS boot may fail with the following output:

Cannot determine RIS home directory on iammsO

Unable to save existing hardware configuration. New configuration will be used.
*** Performing RIS Installation from iammsO

Loading installation process and scanning system hardware.

The base operating system software is not listed in the table of contents.

This probably means you have not registered this client for an Operating System
product on the RIS server. It could also mean that this ris area is corrupt.

The installation cannot proceed.

Thisfailure can occur if the RIS server is running C2 enhanced security and the RIS user
password expired. Try the following command to check this:
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# rsh -1 ris atlasms0 pwd

Your password has expired.

#

If your RIS server will have C2 security enabled, the RIS user file must be changed to ensure
that the RIS password does not expire and deny client access.

Perform the following steps on the RIS server as superuser to modify the RIS user fileif you
are going to use RIS with C2 security enabled:

1. Editthefile /tcb/files/auth.db. Thisrequiresyou to use the edauth utility.

Use the edauth command line utility or the dxaccounts graphical user interface to
modify the RIS account. See edauth(8) or dxaccounts(8) for more information.

Each field isdelimited by acolon (:).
2. Set the current password field u_pwd to an asterisk (*).

3. Settheu_succhg valueto any non-zero value. Thisvalueisatime_t type printed with
%Id.

4, Settheu_life andu_exp fieldsto zero.

Thefollowing is an example of amodified /tcb/files/auth/r/ris user file
ris:u name=ris:u_ id#1l:\

u_oldcrypt#0:\

u_pwd=*:\

u_exp#0:u life#0:\

u_succhg#79598399:\

u_suclog#79598399:\

u_lock@:chkent:

After you make these changes, the RIS password should not expire and cause a denial of
serviceto clients.

11.4.4 Failed to RIS Boot a Node When Attempting to Add It to the Cluster

Thiserror occursif joind isnot running. This may happen if, during the boot process, caa
failed to register the dhcp service. The boot output is as follows:

CAA daemon started

Starting CAA application registration

Cannot communicate with the CAA daemon!

Cannot communicate with the CAA daemon!

Cannot communicate with the CAA daemon!

If the dhcp serviceis not registered, joind falsto start.
Solution:

Re-register the dhcp service:
# caa register dhcp
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Restart joind:
# /sbin/init.d/dhcp start

11.4.5 Cannot Communicate with the CAA Daemon

See Section 11.4.4.

11.4.6 New Member Fails to RIS Boot

The RIS boot command may fail with either of the following errors:
b status:failed RIS-Boot-fail - Could not ris boot
° panic (cpu 0): vEs mountroot: cannot mount root

If the status:failed RIS-Boot-fail Message is displayed on your HP AlphaServer SC
system, perform the checks described in Section 11.4.1 on page 11-18.

If the panic (cpu 0): vfs mountroot message isdisplayed on your HP AlphaServer SC
system, perform the following steps:

1. Ensurethat the RIS server is configured as an NFS server.

2. Ensurethat the Zetc/bootptab file on the RIS server has an entry similar to the
following:
.ris0.alpha:tc=.ris.dec:bf=/ris/r0kl:sa=www.xXX.yyy.zzz:rp="rrr:/ris/r0pl":

where the sa and rp fields are populated depending on the type of RIS server in use as
follows:

*  When a standalone management server is used asthe RIS server, then the sa field
contains the management LAN I P address (in the above example, www. xxx. yyy. zzz),
and the rp field contains the hostname (in the above example, rrr).

*  Whenacluster isused asthe RIS server, then the sa field contains the default cluster
alias IP address (in the above example, www. xxx. yyy. zzz), and the rp field contains
the default cluster alias name (in the above example, rrr).

3. Try restarting the nfs daemons on the RIS server as shown in Section 11.4.7.

11.4.7 New Member Fails After RIS Boot

Adding a member to adomain may fail with the following error just after RIS boot:
02/Mar/2000 19:36:58 # mount 10.128.0.29:/cluster/admin /mnt
02/Mar/2000 19:37:08 Cannot talk to mount server at 10.128.0.29: RPC: Timed out

If thismessage is displayed on your HP AlphaServer SC system, perform the following steps
on the first node of the domain:

1. Stop NFSasfollows:
atlasO# /sbin/init.d/nfs stop
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2. Kill the portmap daemon.

3. Restart NFSasfollows:
atlasO# /sbin/init.d/nfs start

11.4.8 RIS: Boot Error

The RIS boot command may continuously output a message similar to the following:
..Block FFFFFFF2 is not in any zone

If this message is displayed on your HP AlphaServer SC system, perform the following
steps:

1. Start RIS, and check that the first RIS product is Tru64 UNIX.

2. Check that the booting node is a client of the Tru64 UNIX product.

3. Retry the RIS boot.

11.4.9 sra boot Has Timeout Error

This error occurs because the node fails to display the login: prompt after being booted.
The boot process appears to have hung. The cause of the problem depends on the state of the
node, as follows:

* The node was previously working normally. The problem may be caused by aHP
AlphaServer ESAO fault that prevents successful reboot. Try the sra command
described below to powercycle the node.

* Thenodeisstill being configured. There are many possible causes. Try the solutions
described below.

Solution:

1. Manualy connect to the console using the sra console command. Press Ctrl/C. If the
boot process now continues, the boot process was probably hung while trying to NFS-
mount remote file systems. Check that the network cables are attached, and that the first
node of each domain is booted and is operating correctly. If you correct an error,
remember to shut down and then boot the node so that file systems are correctly
mounted.

2. |If the nodeis unresponsive, shut it down, then boot it as follows, so that you can observe
the message printed to the console.

a. To halt the node, close your console connection and usethe sra shutdown
command.

b. Reconnect to the console using the sra console command.
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c. Boot the system from the appropriate disk. Stay connected so that you can observe
the complete boot sequence. You may spot errors that explain the failure to boot
correctly.

3. Finaly, powercycle the node using the sra command, as follows:
a. Make surethat you are not connected to the console.

b. Onthefirst node of the domain, issue the following command (where atlas isan
example system name):
# sra power off -nodes atlas7

c. Wait for 30 seconds.

d. Onthefirst node of the domain, issue the following command (where atlas isan
exampl e system name):
# sra power on -nodes atlas7

Note:

If you manually power down anode, you must always wait 30 seconds before
powering the node up again.

11.4.10 Elan Error During Node Boot

A node boot may fail with the following error:

panic (cpu 0): elanO: cannot determine network position - assuming disconnected
If this message is displayed on your HP AlphaServer SC system, ensure that the cable
connecting the node to the HP AlphaServer SC Interconnect switch is plugged in, or reseat
this cable.

11.4.11 Error During Node Boot

A node boot may fail with the following error:

01/Feb/2000 10:10:26 Waiting for cluster mount to complete

01/Feb/2000 10:10:26 panic (cpu 0): cfs mountroot: cfs lock devts failed for boot partition
01/Feb/2000 10:10:27 syncing disks...

01/Feb/2000 10:10:28 trap: invalid memory write access from kernel mode
01/Feb/2000 10:10:28

01/Feb/2000 10:10:28 faulting virtual address: 0x0000000000000008
01/Feb/2000 10:10:28 pc of faulting instruction: 0xfEf£££c00002c80bc
01/Feb/2000 10:10:28 ra contents at time of fault: Oxfffffc000066a97c
01/Feb/2000 10:10:28 sp contents at time of fault: Oxfffffe05449e7650

01/Feb/2000 10:10:28

01/Feb/2000 10:10:28

01/Feb/2000 10:10:28 DUMP: Will attempt to compress 257818624 bytes of dump
01/Feb/2000 10:10:28 : into 3923763184 bytes of memory.

01/Feb/2000 10:10:28 DUMP: Dump to 0x200005: ..halted CPU 1

01/Feb/2000 10:10:33 halted CPU 2

01/Feb/2000 10:10:33 halted CPU 3
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01/Feb/2000 10:10:33
01/Feb/2000 10:10:34 halted CPU 0
01/Feb/2000 10:10:34

If this message is displayed on your HP AlphaServer SC system, you may be trying to boot a
node into a cluster of which it is no longer a member.

11.4.12 Node Hang During RIS Boot

A node boot may hang if it is RIS-booted and there is a speed mismatch; for example, if the
Summit switch port for that node is configured for one speed, and the Ethernet card on the
nodeis configured for a different speed. Both should be configured for 100M bps.

11.4.13 RIS: File Open Failure for BOOTP

When bootp packets cannot solicit aresponse and fail with the following message:
P00>>>boot -p bootp eib0

(boot eib0.0.0.2005.1 -flags A)

Trying BOOTP boot.

Broadcasting BOOTP Request. ..

..file open failed for bootp/eib0.0.0.2005.1

Enter the following command:

P00>>>net -stop eial
P00>>>net -start eial

Then, enter the bootp command once again, as follows:
P00>>>boot -p bootp eial

(boot ei1a0.0.0.2004.1 -flags A)

Trying BOOTP boot.

Broadcasting BOOTP Request. ..

.Received BOOTP Packet File Name is: /ris/rOkl

11.4.14 RIS: Boot Failure Access Violation
The RIS boot may fail with the following message:

P00>>>boot -protocol bootp eial

(boot €1a0.0.0.2004.1 -file vmunix -flags A)
Trying BOOTP boot.

Broadcasting BOOTP Request...

Received BOOTP Packet File Name is: /ris/rOkl
local inet address: 10.128.0.1

remote inet address: 10.128.101.2

TFTP Read File Name: vmunix

netmask = 255.255.0.0

Server is on same subnet as client.

..Tftp error 2: Access violation.

bootstrap failure

Check the nodes boot_File SRM variable, and ensure that it is blank.
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11.5 Adding RIS Client With No Default Route

Adding aclient to RIS results in the following warning if there is no default route:
usage: ifconfig interface

e e R M B R I R R e R T e B I e

af [ address([/bitmask] [ dest addr ] 1 [up ] [ down ] [ netmask mask ] ]
broadcast address ]

alias address|[/bitmask | netmask mask ] ]

-alias address ]

aliaslist address-list[/bitmask | netmask mask ] ]

-aliaslist address-list ]

abort ]

delete [ address ] 1]
metric n ]

trailers | -trailers ]
promisc | -promisc ]
allmulti | -allmulti ]
filter | -filter ]

arp | -arp |

ipmtu mtu ]

speed value ]

debug | -debug ]

trustgrp group ]

add [interface-list] 1]

switch ]

remove ]

nrtimers value-list ]

autofail [value] | -autofail ]

Thisisjust awarning; the client is successfully added. However, to avoid this warning, you
should set a default route.

11.6 Corrupt .member.list File Causes Core Dumps

If thesra add_member command fails, the ASCII file /cluster/admin/ .member.list
may become corrupt. This causes certain commands — such asclu_get_info, dsfmgr,
and hwmgr — to core dump.

The workaround isto re-create the /cluster/admin/ .member . list file, using any text
editor, as shown in the following example:

This is the cluster member list file.
This file is created and modified by the cluster administration commands.
The format of this file is:

#
#
#
#
#
#
#
#
#
#
#

o
o

o

DO

Lines starting with a # are comments

The 1st non-comment line is the number of members entry, which begins
with the word 'members' followed by a space and an integer whose value
is equal to the number of cluster members.

One line for each member in the form member<id>, where:

<id> is a an integer in the range 1-63 inclusive.

NOT edit this file!
B R G B 3
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members 2
memberl
member2

11.7 Adding a New Member Fails

When adding a new member to a cluster, you may see the following error:

15:44:28 atlasl Info: Adding Member atlasl (id:1) to cluster

15:45:03 atlasl Info: Creating Disk

15:45:07 atlasl Info: Creating AdvFS

15:45:08 atlasl Info: Creating member-specific files

15:45:08 atlasl Info: Creating new members root member-specific files
15:45:27 atlasl Info: Error: Tar returned an error when coping member

specific files to: /cluster/members/member2/

The reason for the failure is that the root file system (/) isfull. Free some space in the root
file system, and add the member again.

11.8 sra setup Errors

If any nodes fail the hardware probe during sra setup (see Section 5.2 on page 5-37 or
Section 6.2 on page 6-24), alist of failed nodes is written to the /tmp/sra_hosts.failed
file.

The hardware probe will fail in the following situations:
* TheNodeisNot at the SRM Prompt (see Section 11.8.1 on page 11-26)
* The Console Logger is Misconfigured (see Section 11.8.2 on page 11-27)

11.8.1 The Node is Not at the SRM Prompt

To find out whether afailed nodeis at the SRM prompt, log in to its console by running the
following command in another window:
# sra -cl nodename

Note:

The node may have started the Tru64 UNIX Factory-Installed Software startup

procedure. If so, the console prompts you to answer the following question:
Would you like to continue? (y/n):

Enter n to return the node to the SRM prompt; then enter Ctrl/G to exit the console.

The sra setup command asksif you would like to reset the failed nodes. If you have
returned the node to the SRM prompt as described in the Note above, enter No. Otherwise,
enter Yes to reset the failed nodes and return them to the SRM prompt.

Thesra setup command asksif you would liketo try the hardware probe again. Enter Yes.
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Thesra setup command asksif you would like to initialize the hardware during the probe.
If the node had previously started the Tru64 UNIX Factory-Installed Software startup
procedure as described in the Note above, enter No. Otherwise, enter Yes.

11.8.2 The Console Logger is Misconfigured

The console manager is automatically configured at installation time, and the information is
stored in the sc_cmf table in the SC Database. This error indicates that the table contains
incorrect information. To fix this problem, perform the following steps:

1. Exitthesra setup command.

2. Stop the console logger, asfollows:
# /sbin/init.d/cmf stop

3. Rerunthesra setup command.
Note:

Take care when entering information at the sra setup prompts— if you enter
incorrect values for certain information (for example, terminal server |P
address), the cmfd daemon will not start.

Thesra setup command will recreate the sc_cm¥ table with correct information from
the SC database, and will restart the cmfd daemon.

11.9 Terminal Server Errors

This section describes the following terminal server errors:

* Termina Server Configuration Has Changed (see Section 11.9.1 on page 11-27)

* Termina Server Refuses a Connection (see Section 11.9.2 on page 11-27)
11.9.1 Terminal Server Configuration Has Changed

If you press the Reset button on the terminal server, it losesits configuration information and
isreset to the factory configuration. Reconfigure the terminal server as described in Chapter
14 of the HP AlphaServer SC System Administration Guide.

11.9.2 Terminal Server Refuses a Connection

Theterminal server allows only one connection to a node's console port to exist at any point
intime. If you attempt to connect to a console port that is already in use, the following
messages are reported in the Xterm window:
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Console-Busy port already in use
Press return to continue

Press Return to close the connection.
If you need to connect to the console port, follow these steps:

1. Check to seeif anyone is connected to the console port on that node. To find the user
process that is connected to the console, run the following command:
# ps -a | grep sra| grep nodename

Search for output similar to one of the following:
18288 pts/2 I + 0:00.09 /usr/bin/sra console -cl <nodenames
18288 pts/2 I + 0:00.09 /usr/bin/sra -cl <nodenames>

where node is the name of the node to which you wish to connect.

If you can identify the person who is connected to the node’s console, ask them to close
their connection.

If you cannot identify the person who is connected to the node's console, or if you fail to
find an sra console process, go to step 2.

2. Thesra ds_logout hasthree possible actions which you can use to recover console
access to anode.

a. Enter the following command as the root user:
# sra ds logout -nodes nodename

Thewill end auser's connection, or aghost connection caused by the terminal server
failing to close an sra console session.

b. Enter the following command as the root user:
# sra ds logout -ts yes -nodes nodename

Thiswill cause CMF to drop its connection to the terminal server. It will reconnect
after ashort delay. This option is useful if the problem had been caused by, for exam-
ple, the physical cable being disconnected and reconnected, causing the CMF con-
nection to "hang".

c. Enter the following command as the root user:
# sra ds_logout -force yes -nodes nodename

Thiswill issue alogout command for the node, directly to the terminal server.

11.10 rinfo Command Displays UID or Wrong User Name

The rinfo command may display the UID instead of the user name, or may display a
different username than the name of the user who allocated the resource. This indicates that
the node on which the al locate was performed has a different set of users than the set of
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users on the rmshost system (the management server). Typically, this happensif the Zetc/
passwd files differ, or if the same NIS server is not being used by all nodes (including the
management server).

To correct this problem, ensure that the UID and username — of all RM S users — are the
same on all nodes in the system.

11.11 How to Drop and Rebuild the RMS Database

11.12

To drop and recreate the RM S database, perform the following steps on the RM'S master
node (the management server, if used, or Node 0):

1. Hatall other nodes.
2. Stop the RM S daemons by running the rmsctl stop command.

3. Drop the old database using the msqladmin drop command, as follows (where atlas
is an example system name):
# msqgladmin drop rms atlas

Caution:

If the RM S database is dropped by using the command: # msqladmin drop
rms_atlas, the entire SC database is dropped. The SC database needs to be
recreated by using the sra setup command, and not the rmsbui Id command.

4. Create the new database using the sra setup command (if the management server is
used, see Section 5.2 on page 5-37, or if Node O is used, see Section 6.2 on page 6-24).

5. Start RMS on the remaining nodes by running the rmsctl start command.

rcontrol Reports Errors During Node Boot

The rcontrol command will report afailure during node boot if the parallel cableis not
connected to the switch. The failure message can take several forms — two of these are
shown below:

timestamp { 03/12/01 18:06:47 } atlasl Info: rcontrol: Error: can't find
machine containing node atlasO

18:40:22 atlas3 Info: rcontrol: Error: swmgr failed to connect atlas3:
check control cable is plugged

18:40:22 atlas3 Info: in

You can ignhore these messages.
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11.13

11.14

11.15

rcontrol Reports Error When Starting Partitions

The following message may be reported when you attempt to start an RMS partition for the
very first time;

# rcontrol start partition parallel

rcontrol: Error: can't start partition parallel: bad Elan Id
ordering

This message implies that the nodes are not connected in sequence to the switch ports (for
example, two cables may have been swapped in error).

To solve this problem, halt all suspected nodes, and run the command:
atlasms# sra elancheck -nodes "atlas[0-1023]"

Thiswill report whether all nodes are connected to the correct elan portsin ascending order,
and inform you which nodes are offending if appropriate.

clu_get_info Prints CONFIGURATION_ERROR

If /etc/rc.config hasbeen corrupted, clu_get_info displaysawarning similar to the
following:

Cluster memberid = 2

Hostname = CONFIGURATION_ERROR

Cluster interconnect IP name = CONFIGURATION ERROR
Member state = UP

A possible cause for thisis that the root (/) file system is full and someone has attempted to
edit the Zetc/rc.configfile.

The genera solution is as follows:

1. Restorethe Zetc/rc.config file (copy from backup or from another location).
2. Shut down the problem node.

3. When the shutdown has finished, boot the node.

How to Powercycle an HP AlphaServer SC System

This section describes the order in which you should perform the following activities:
e Shutting Down (see Section 11.15.1 on page 11-31)

*  Powering Off (see Section 11.15.2 on page 11-31)

*  Powering On (see Section 11.15.3 on page 11-31)

e Starting Up (see Section 11.15.4 on page 11-32)
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Chapter 2 of the HP AlphaServer SC System Administration Guide provides more details
about how to shut down and start up an HP AlphaServer SC system.

11.15.1 Shutting Down
When shutting down an HP AlphaServer SC system, do so in the following order:

1
2.
3.

Shut down all nodes.

If using a management server, shut it down.
Shut down the RAID controllers.

11.15.2 Powering Off
When powering off an HP AlphaServer SC system, do so in the following order:

1
2.

3.

5.
6.
7.

Shut the system down, as described in Section 11.15.1.

If using a management server, power off all nodes. If not using a management server,
power off all nodes except the first node in the first domain.

If using a management server, power it off. If not using a management server, power off
the first node in the first domain.

For non-federated installations, power off the HP AlphaServer SC Interconnect
switch(es). For federated installations, power off the HP AlphaServer SC Interconnect in
the following order:

a node-level switches
b. top-level switches
c. clock-distribution boxes.

Power off the terminal servers and the ethernet switches.
Power off the Fibre Channel switches.
Power off the RAID controllers.

11.15.3 Powering On
When powering on an HP AlphaServer SC system, do so in the following order:

1

2.
3.
4

Power on the RAID controllers.

Power on the Fibre Channel switches.

Power on the ethernet switches and the terminal servers.

For non-federated installations, power on the HP AlphaServer SC Interconnect

' switch(es). For federated installations, power on the HP AlphaServer SC Interconnect in

the following order:
a.  clock-distribution boxes
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b. top-level switches
c. node-level switches

5. If using a management server, power it on. If not using a management server, power on
the first node in the first domain.

6. Power on all remaining nodes.
7. Start the system up, as described in Section 11.15.4.

11.15.4 Starting Up

When starting up an HP AlphaServer SC system, do so in the following order:
1. If using amanagement server, boot it up.

2. Boot the minimum number of nodesto allow each domain to attain quorum.
3. Boot al remaining nodes.

All of the other HP AlphaServer SC components start automatically when powered up.

11.16 Error When Installing the Elan Subset on a Management
Server

Thefollowing error may be reported when installing the Elan subset on a management
server:

Configuring "Elan Device Driver TS2.5-BL5-0021 EFT4" (ELNMOD320)

eip0: cannot create kernel comms (rail 0) rcvr service for 65536 byte svc(2)
eip: failure to attach to kernel comms - check if an elan is present

The dynamically loading Elan Device Driver has been installed on your system.
Installation of the Elan Device Driver (ELNMOD320) subset is complete.

You can ignhore this message.

11.17 Database Access Denied Errors

To make modifications to the database you must be the root user and a member of the RMS
group. So it is normal for non-root users to get "access denied” errorsif they attempt to
modify the database. However, if the root user gets access denied errors you should take the
following actions to identify the problem:

*  Check that the root user is amember of the RMS group. On an HP AlphaServer SC, the
RMS group should be present in Zetc/group (and not in NIS). The entry for the RMS
group should be present and identical in Zetc/group on all domains and management
servers.

*  Check that thereisan RMSuser in Z/etc/passwd. Theentry for the RM S user should be
present and identical in /etc/passwd on al domains and management servers.
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Database Access Denied Error on Some Domains

*  Check that the mSQL daemon was started by the root user.

* |If the access denied error occurs when connecting to the database, i.e., before you
attempt to perform and database modification, this might indicate a problem with the
cookie security mechanism. You can determine whether the access denied error occurs
on connect or on amodify by simply running rmsquery as root. If the error occurs
before rmsquery returns a prompt, then the error has occurred on connect. However, if
you can perform a query operation, but not an update operation, then the connect has
succeeded.

You can disable the cookie mechanism by running the following command on rmshost as
follows:
# sra cookie -enable no

Once you do this, you are operating in aless secure mode. Once you have determined and
corrected the source of the problem (see Section 11.18), you can re-enable the cookie
mechanism as follows:

# sra cookie -enable yes

Database Access Denied Error on Some Domains

If the root user or an SC daemon is getting access denied errors on some domains, but not on
others or is getting errors on all domains but not on the management server, you should
review the information in Section 11.17 about the RM S user and group.

However, if the RMS user and group information appear correct on every domain, you

should disable cookies by running the following command on rmshost:
# sra cookie -enable no

If you no longer get access denied errors, thisindicates afailure in the cookie security
mechanism. You can diagnose potential causes of thisfailure as follows:

*  The cookie mechanism is managed by the daemons associated with the scrun
command. These are gxmgmtd, gxclusterd and gxnoded. You should check that:

— gxmgmtd isrunning on the management server (or member 1 of the first domain if
there is no management server)

— gxclusterd isrunning on al nodesin the system

If not, you should start the daemons as follows:
# /sbin/init.d/gxdaemons start

You must run this command on each node or management server where the daemons are
not running.
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11.19

*  Check that thefile /var/cookies/root isidentical on all management serverson each
domain. The file must be owned by root and group rms and have permissions
owner :rw, group:r. If one or more domains have a /var/cookies/root filethat is
different than the host where the database is located (rmshost), you can copy thefile
from rmshost to the domains.

Once, the gx daemons are working normally or you have manually copied the /var/
cookies/root file, you can re-enable the cookie security mechanism by running the

following command on rmshost:
# sra cookie -enable yes

You can check if cookies are enabled or not by running the following command on rmshost:
# sra cookie

Diagnosing Federated Network Routing Problems

When afederated network iswired correctly, aboot sequence for any node should display the
following message:

28/Feb/2002 10:58:07 elan0: nodeid=127 level=5 numnodes=512

(adaptive routing ok)

28/Feb/2002 10:58:07 elan0: New Nodeset [127]

When afederated network is not wired correctly, a boot sequence for any hode may display
the following message:

27/Feb/2002 13:13:01 elan0: nodeid=127 level=5 numnodes=512
(adaptive routing disabled 0x14)
27/Feb/2002 13:13:01 elan0: New Nodeset [127]

To identify the cause of the error, run the SC Viewer application to check for the following
potential problems:

*  QMA410 controller card not working
*  QM410 controller card with incorrect firmware revision
* Badly populated combination of high level cardsin node-level chassis

* Incorrect cabling of uplinks from node-level cardsto top level chassis

11.20 Wakeup on LAN (WOL) Problem

The WOL feature may report some problemsif the DLI kernel subsystem is unconfigured on
the management server (or running node). This problem may occur even when the nodeis at
the SRM prompt.

To resolve this problem, configure the DLI kernel subsystem on the management server by
running the following command:
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atlasms# sysconfig -c dli

11.21 scfsmgr/pfsmgr report Could Not Open Socket

11.22

If scfsmgr or pFsmgr cannot connect to the scmountd, they report an error such as:
Could not open socket to the daemon: couldn't open socket: connection refused

To correct this, use one of the following procedures:
* |If you have a stand alone management server:
a. Log onto the management server
b. Stop scmountd asfollows:
# /sbin/init.d/scmountd stop
c. Wait two minutes and restart it as follows:
# /sbin/init.d/scmountd start
* |If you have a dual-redundant management server or have no management server:
a. Loginto the management server or domain O
b. Stop scmountd asfollows:
# caa_stop SC30scmountd
c. Start scmountd asfollows:

# caa start SC30scmountd

Problem with HSG Devices in Installation Process

The install process gets as far as the clucreate stage, which requires access to the HSG

storages area, before failing with the following message:

20:41:56 Node evel2 -- <Failed:cluCreate> Error:
createclusterlabel (primary) failed - /usr/sra/bin/createclusterlabel [311]:
rootDiskSize*rootPartitionSize/100: bad number: <ABORT code completeds>

Command has finished:

Command 165 (install) eveC : eve[l2-15] -- <Error> Command Failed on:

evel2

*** Node States *** Errored: evel2

The explanation is that the HSG controllers create "reserves’ on the disks belonging to a
cluster when the cluster is created, that is, alocking mechanism that allows access to the
HSG disks from a particular cluster only.

When the cluster is down "persistent reserves' appear beside each disk on the HSG
controller. The problem may appear as a hardware issue but is caused by this access problem.
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The disks can be seen but not accessed, and display an I/O error or amore detailed hardware
error. This can be seen in booted nodes, or RIS-booted nodes as follows:
# hwmgr -v d
HWID: Device Name Mfg Model Location
6: /dev/dmapi/dmapi
7: /dev/scp scsi
8: /dev/kevm

37: /dev/disk/floppyOc 3.5in floppy fdi0-unit-0
73: /dev/disk/dskOc COMPAQ BD018635C4 bus-0-targ-0-lun-0
74: /dev/disk/dsklc COMPAQ BD018635C4 bus-0-targ-1-lun-0
75: /dev/disk/dsk2c DEC HSG80 IDENTIFIER=2
76: /dev/disk/dsk3c DEC HSG80 IDENTIFIER=3
77: /dev/disk/dsk4c DEC HSG80 IDENTIFIER=1
78: /dev/disk/dsk5c DEC HSG80 IDENTIFIER=4
79: /dev/disk/cdromOc COMPAQ CRD-8402B bus-3-targ-0-lun-0
80: /dev/cport/scp0 HSG80CCL bus-2-targ-0-lun-0

# disklabel -p dsk4
disklabel: dsk4: I/0 error

# disklabel -p dsk3

cam logger: SCSI event packet
cam_logger: hardware id=-86 bus 2 target 0 lun 12
cdisk op spin

Device Not Ready

Hard Error Detected

Hardware ID = -86

DEC HSG80 V86F
Active CCB at time of error

CCB request completed with an error
disklabel: dsk3: I/O error

#

However, on the HSG controller, the "persistent reserved” can be seen as follows:
D10 DISK60000 (partition)

LUN ID: 6000-1FE1-0009-5160-0009-0320-0632-01F3

IDENTIFIER = 1

Switches:

RUN NOWRITE PROTECT READ CACHE

READAHEAD CACHE WRITEBACK CACHE

MAX READ CACHED TRANSFER SIZE = 32
MAX WRITE CACHED TRANSFER SIZE = 32

Access:

EVE12, EVE12B, EVE12C, EVE13, EVE13B, EVE13C
State:

ONLINE to this controller

Persistent reserved

NOPREFERRED PATH

Size: 35557306 blocks

Geometry (C/H/S): ( 7000 / 20 / 254 )
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To clear these reserves so that the disks are accessible again, run the following command
from a node in the relevant cluster, from Single User Mode:

/usr/sbin/cleanPR clean

To show any existing reserves, before cleaning them, and to check that the script has run

properly, run the command:
/usr/sbin/cleanPR show

11.23 Upgrade Errors

This section describes the following upgrade errors:
* Upgrade Setup: RIS Host Appearsto Be Invalid (see Section 11.23.1 on page 11-37)

*  Problem with dupatch Failure when Upgrading an HP AlphaServer SC System (see
Section 11.23.2 on page 11-37)

* Restarting a Failed Upgrade (see Section 11.23.3 on page 11-38)
*  Problem with Dependency on First Cluster (see Section 11.23.4 on page 11-38)
*  Problemswhen clu_quorum does not Complete (see Section 11.23.5 on page 11-38)

*  Upgrade Backup: node failed with cfs find_drv_handle panic (see Section 11.23.6 on
page 11-39)

* Restoring from Backup Can Sometimes Fail (see Section 11.23.7 on page 11-39)

11.23.1 Upgrade Setup: RIS Host Appears to Be Invalid
An upgrade setup may fail with the following error:

Permission denied.
SC UPGRADE: <name-of-ris-server> appears to be invalid!

This error may appear if the RIS user accounts . rhosts file (/var/adm/ris/.rhosts) is
incomplete. Make sure that the default cluster alias of the cluster being upgraded isa RIS
client.

11.23.2 Problem with dupatch Failure when Upgrading an HP AlphaServer SC
System

The dupatch script may fail while upgrading an HP AlphaServer SC system and return the
following error message:

*** You have selected 1 patches ***

/native threads//usr/opt/compaq/svctools/common/jre/bin/ . . /bin/alpha/

native threads/java is
/usr/opt/compag/svctools/common/jre/bin/. . /bin/alpha/native threads/
/usr/opt/compag/svctools/common/jre/bin/. . /bin/alpha/native threads/java

is /usr
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/opt/compag/svc: no space

To solve this prablem, kill the java process and re-run the sra upgrade command.

11.23.3 Restarting a Failed Upgrade

If the upgrade fails and for some reason will not restart the sra upgrade, you may need to
check that the clusters/nodes in question are in the correct state to restart the upgrade. In
order to successfully restart the upgrade, here are afew ssimple tips:

1. Check the current state of the upgrade by querying the sc_domain table.
2. Ensurethat al nodes are in the SY STEMUP state.

If the current upgrade state of your failed cluster is Setup, you should ensure that al
members of that cluster are up and running before trying to re-issue the sra upgrade
command.

11.23.4 Problem with Dependency on First Cluster

In asystem with multiple clusters, there is a dependency during upgrade that the first cluster
isavailable. Dueto the current design of the Zetc/bootptab file, there is a dependency on
thefirst cluster to act as a gateway.

Thisis particularly evident if using a clustered management server.

If you are having difficulty upgrading thefirst cluster, or making it available during upgrade,
you can edit the Zetc/bootptab file on thefirst cluster and change the gateway settings to
point to the lead nodes of that cluster.

For example, currently the atlas32 entry in Zetc/bootptab isasfollows:
atlas32:tc=.ris0.alpha:ht=ethernet:gw=10.128.0.1:ha=00508BDFAAAE:1ip=10.128.0.33:

You need to change the gateway setting to the I P of the cluster atlasD1 to look like the

following:
atlas32:tc=.ris0.alpha:ht=ethernet:gw=10.128.0.33:ha=00508BDFARAE:1p=10.128.0.33:

11.23.5 Problems when clu_quorum does not Complete

In two places during an upgrade, the clu_quorum command isissued on each cluster to
change the number of votes a cluster member has. In some rare cases, this command may not
complete for some reason and the upgrade will hang waiting for it to finish. If this happens,
you will see the clu_quorum process running on the cluster in question.

If you can verify that the clu_quorum command has changed the vote successfully, thenitis
safeto kill the clu_quorum process (and associated logging processes). The upgrade should
continue from that point.
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11.23.6 Upgrade Backup: node failed with cfs_find_drv_handle panic

When backing up a system prior to upgrade, you might see a node panic with the following
message:

panic (cpu 1): cfs find drv handle: no dev on list

Thisistypically caused by the member's boot file domain being incorrectly set in the
/etc/fdmns directory.

For information on how to correct this problem, please refer to Pre-Upgrade Audit (see
Section 4.2 on page 4-8).

11.23.7 Restoring from Backup Can Sometimes Fail

When restoring adomain using the sra_cluster_backup utility as described in Section

4.8.3, you may see the following error messages:

# /usr/opt/sra/bin/sra cluster backup -disk dsk8 restore
sc_cluster backup#fcluster root DOES NOT EXIST!
sc_cluster backup#ficluster_usr DOES NOT EXIST!

sc_cluster backup#ficluster var DOES NOT EXIST!

sc_cluster backup#boot partitions DOES NOT EXIST!

The possible causes are as follows:

* Incorrect specia device number for the backup disk

* Persistent reservationsin the HSG for the backup disk
The solution to each possible cause is described below.

11.23.7.1 Incorrect Special Device Number for the Backup Disk

In order to restore a domain from backup when an upgrade fails with a severe error, the lead
member will be booted from the UNIX disk.

When the domain was being backed up, the backup processitself will have created a
directory /etc/fdmns/sc_cluster_backup on the root partition of the UNIX disk.
Within this directory, a symbolic link will have been created to the special devicefile of the
backup disk, for example, /dev/disk/dsk5c.

However, the specia device name assigned within the domain might be different to the
special device name assigned to the same disk when the lead member is booted from the
UNIX disk.

To solvethisissue, first confirm the actual specia device name for the backup disk using the
following command when booted from the UNIX disk:
# hwmgr -v d
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Once the actual special device is known, then you can correct the specia device for the
sc_cluster_backup file domain using the following commands:

# cd /etc/fdmns/sc_cluster backup
# unlink dsk8c
# 1n -s /dev/disk/dskS5Sc

Where:

* thepartition used for the backups is aways the C: partition

* dsk8cisthe specia device name assigned within the domain

* dsk5cisthe special device name assigned to the same disk when booted from the UNIX
disk

Oncethe sc_cluster_backup file domain is corrected, you can proceed with the restore

operation as described in Section 4.8.3.

11.23.7.2 Persistent Reservations in the HSG for the backup disk

11.24

The explanation is that the HSG controllers create "reserves' on the disks belonging to a
domain when the domain is created, that is, alocking mechanism that allows accessto the
HSG disks from a particular domain only.

Thisissueis described in more detail in Problem with HSG Devices in Installation Process
(see Section 11.22 on page 11-35).

To clear these reserves so that the disks are accessible again, run the following command
while the lead member of the domain is booted from the UNIX disk.

# /usr/sbin/cleanPR clean

To show any existing reserves, before cleaning them, and to check that the script has run
properly, run the command:
# /usr/sbin/cleanPR show

Once the reservations are cleaned, you can proceed with the restore operation as described in
Section 4.8.3.

Interpreting Problems During Software Upgrade

The upgrade of a management server is effectively amanual process and the steps required
are fully described in Chapter 4. The steps are clearly explained and if problems occur, the
diagnosis should be straightforward.

Once the management server is upgraded, then the subsequent upgrade of the domainsis an
automated process that is controlled and monitored by various sra scripts. Thereis a state
machine that controls this automated process. A basic description of the upgrade state
mechanism is provided in Upgrade States (see Section 4.1.4 on page 4-4).
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In the following subsections, further information is provided that may assist you in resolving
problems that may arise during each state of the upgrade process.

The upgrade status of each domain can be determined using the command:
sra upgrade_info -domain atlasD[0-3]

This command will report the domain's status as being one of the following:
* Pre_Upgrade

e Upg_Installed

* Checked

e Setup

e Installed

¢ Upgraded

Most work performed by the upgrade automation is controlled by a script spawned in the
controlling shell where the sra upgrade command is entered by the user. Assuch, it is
important to keep open the controlling shell/window wherethe sra upgrade command was
entered. If this shell/window is closed, then the upgrade process will terminate when the
current action completes, and the process will not move beyond the current state.

The sra upgrade script will attach to the consoles of the lead-members and perform
various tasks on the lead-members and subsequently on the non-lead members. Asthe
process continues, the sra upgrade script will summarize the progress and report the
events to the command line. Thisis hecessary in order to allow the upgrade processto scale
to multiple domains at once. However, if you regquire more information on what actions are
happening in the background on each domain, then you may wish to monitor the console
output of the lead members in another window.

A node will remain in the current state until all actions required to progress to the next state
are successfully completed. In the case of some states, these actions can be repeated after
errors until such time that the automation process succeeds, and it can move to the next state.
However, depending on the error, and depending on the current state, it might not be possible
to repeat the actions. Examples of such scenarios are outlined in the following subsections.

11.24.1 Pre_Upgrade State

Thisistheinitial state of all domains. In this state, the first action isto install the upgrade
software subset (SRAUPG) on the target domain(s). Possible problems with this operation
may include the following:

1. Password problems for the serial console of lead member of the domain.
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2. Inability of setld to delete the existing upgrade software subset and install the new
subset.

In order to diagnose problems in this state, typically, you can look in the console log for the
lead member in /var/sra/logs on the management server. You should ensure that all
nodes of the target domain are booted to multi-user mode and that the rsh service is enabled
(if this service was previously disabled for security concerns).

Once the cause of the problem is understood and resolved, then the target domain can be
booted to multi-user mode, and the sra upgrade command can simply be run again on the
management server. The automation process will continue from the current state.

11.24.2 Upg_Installed State

The current state is that the upgrade subset has been installed on the domain. The next action
in this state is for the automation to perform various pre-upgrade checks on the target
domain. These checks include the following (however, these checks are subject to change in
the future):

1. Check the operating system version of the system, in order to decide between shortcut
upgrade and operating system upgrade.

2. Check that the cluster evm event manager is functional, in order to ensure that patch
installation is successful |ater.

Check that the SCFS and PFS file systems are not mounted.
Stop the scmon daemon on all nodes, and rename the scmon startup script.
Stop the rms daemon on al nodes, and rename the rms startup script.

o 0 &~ w

Runthe Zusr/sbin/clu_upgrade script from the operating system installation update
suite.

7. Check that there is adequate disk space in Zusr and /var; the upgrade process
recommends 50% disk space free in these file systems.

8. Check for certain subsets that should not be installed as described in the HP AlphaServer
SC documentation set. For example, see step 2 in Section 4.6.2.1 on page 4-33.

9. Check that the generic boot disk is available, which is necessary for adding members
again during full upgrades.

10. Check that the UNIX boot disk isfree, which is necessary for backup, restore, and full
upgrade procedures.

11. Check that the Z/etc/inetd. conT file has not changed in a manner that will affect the
upgrade.

12. Check that the cluster aliases are correct.
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13. Check that kernel lockmode is less than the value 4.
14. Check that the SC database is set up and accessible.

15. Check that the domain is aregistered RIS client, which is necessary for the operating
system upgrade.

16. Check that clu_quorum isfunctional, which implicitly checks the integrity of intra-
cluster communication.

In order to diagnose problems in this state, you should look in the following locations:
1. Theconsolelog for the lead member in /var/sra/logs on the management server.
2. Theupgradelog filein /var/adm/smlogs/sc_upgrade. log on the target domain.

Once the cause of the problem is understood and resolved, then the target domain can be
booted to multi-user mode, and the sra upgrade command can simply be run again on the
management server. The automation process will continue from the current state.

11.24.3 Checked State

The current state is that the check phase has been completed on the domain. In this state, the
following actions are performed:

1. Copy the new HP AlphaServer SC kits from the management server to /var/adm/
update/Sierra on the target domain.

2. Populate /var/adm/update/TruCluster on the target domain with a symboalic link
to the HP AlphaServer SC TruCluster subset.

3. Copy the new Tru64 UNIX patch kit from the management server to /var/adm/
update/Patch on the target domain.

4. Remove the quorum votes of the non-lead members.

In order to diagnose problemsin this state, you should look in the following locations:

1. Theconsolelog for the lead member in /var/sra/logs on the management server.
2. The contents of /var/adm/update on the target domain.

Thetypical causes of problemsin this state are connectivity problems on the management
network, problemswith NFS mounts to the management server, and incorrect kit path names
specified on the sra upgrade command line.

In the past, one problem with this state has related to lingering content in /var/adm/
update for previously successful and failed upgrades. However, these issues have been
addressed, and are unlikely to cause problems again.
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Once the cause of the problem is understood and resolved, then the target domain can be
booted to multi-user mode, and the sra upgrade command can simply be run again on the
management server. The automation process will continue from the current state.

11.24.4 Setup State

The current state is that the setup phase to prepare the domain for upgrade has been
completed. In this state, the following actions are performed:

1. Usercmgr to set thecorrect valuesfor SC_MS, SC_CLUSTER, SC_MOUNT_OPTIONS, and
ALIASD NONIFF inthe Zetc/rc.config.common file

Ensure that /var/sra is not mounted from the management server.

3. For multi-rail ESA0, configure the elan0 and elanl rails appropriately, in order that the
rail on pciO is used for kernel communications.

4. Enable any daemons disabled in previouskits, for example, smsd, advfsd, and
clu_mibs.

Delete the current HP AlphaServer SC kits.

Patch the domain to the correct patch version using the scdupatch utility.

Install the latest HP AlphaServer SC kits.

Copy the generic kernel from the HP AlphaServer SC subset to the primary boot disk.

Reboot the domain members, so that the new software subsets are configured and a new
kernel is built.

In order to diagnose problemsin this state, you should look in the following locations:

© © N o U

* The console log for the lead member in /var/sra/logs on the management server.
* The contents of /var/adm/update on the target domain.

For problems experienced while in this upgrade state, it may be safest to restore the target
domain from backups as described in Serious Failures: Recover from Backup (see Section
4.8.3 on page 4-46). In particular, if the upgrade process causes errors at any point between
thetimethat the HP AlphaServer SC kits are deleted and the time that the new kernel isbuilt,
then the target domain must be restored from the backup images created earlier, and the
upgrade will need to be started from the pre_upgrade state as described in Serious
Failures: Recover from Backup (see Section 4.8.3 on page 4-46).

11.24.5 Installed State

The current state is that the Tru64 UNIX V5.1B software and patch kit and the HP
AlphaServer SC software have been installed on the domain.
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Theactionsin this state are associated with cleaning up after the operating system and the SC
kit upgrade actionsin the earlier step. The cluster version switch is completed, daemons that
are to be disabled in the new HP AlphaServer SC release have their startup scripts renamed,
and the lead member is rebooted from the primary boot disk.

Typically, there are no problems seen with actionsin this state, and the automation process
will perform the actions and continue to the next state.

11.24.6 Upgraded State

11.25

The cleanup has been performed and the target domain upgrade has been completed.
However, the upgrade process as awholeis not fully complete, in that, there are various post-
upgrade steps that must be completed as described in Post-Upgrade Tasks (see Section 4.9 on
page 4-49).

Increasing the Number of ptys

When a management server is being built, then the sra setup phase will automatically
increase the default number of ptysto alevel suited to the number of nodesin the system.

For the scenario of a clustered management server, or for the scenario where further

standal one management servers are being added to a system, then sra setup might not be
rerun on each individual server. In such circumstances, then the default number of ptys will
be 255 and during normal maintenance on systems with large node counts, system
administrators may find that certain sracommands issued from these servers will fail with

the message:

<Failed:boot> Error: The system has no more ptys. Ask your system
administrator to create more.

In these cases, the solution is to increase the number of ptys manually in the pts stanza of the
sysconfigtab file using the sysconfigdb command.

pts:
nptys=1024

Table 11-1 should be used as a guide when manually adjusting the number of ptys:

Table 11-1 Manually Adjusting ptys

Node Range nptys

0-127 256
128-255 512
256-383 768
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Table 11-1 Manually Adjusting ptys

Node Range nptys

384-511 1024
512-768 1280

For an example of how to change sysconfigtab values using the sysconfigdb command,
please refer to Add sysconfigtab Parameters (see Section 6.1.11 on page 6-22).

11.26 Increasing Socket Listen Queue Limits

For systems with very large node counts (for example, 1024 nodes), then the default Socket
Listen Queue Limits will need to be increased on the management server.

Failing to increase the number of sockets may cause delays when configuring in nodes and
starting the partitions.

The limits can be reconfigured dynamically using the command bel ow, once satisfied with
the new values, and then the socket stanzain the Zetc/sysconfigtab file should be

updated with the new values using the sysconfigdb command.

atlasms# /sbin/sysconfig -r socket somaxconn=65535
atlasms# /sbin/sysconfig -r socket sominconn=65535

For more information on tuning please refer to the Tru64 System Tuning Guide.
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Installation Overview and Checklist:
When the System Has a Management Server

This appendix provides the following information to help you to install a system that has a
management server:

e |nstalation Overview (page A-2)
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Installation Overview

A.1 Installation Overview

Table A1 provides an overview of the installation process for a system that has a

management server.

Table A-1 Installation Process: When the System Has a Management Server

Scope of
Perform This Installation Task... On... Task
Set Up the Management Server:
1. Setthe Console Variables Mgt server Mgt server
2. Check the System Firmware Mgt server Mgt server
3. Install the Tru64 UNIX Operating System Mgt server Mgt server
4. Customize the System Configuration Mgt server Mgt server
5. Ingtall the Operating System Patch Software Mgt server Mgt server
6. Install and Configure the Clustered Management Server Mat server Mgt server
7. Configurethe RIS Server Mgt server Mgt server
8. Ingtal the HP AlphaServer SC System Software Mgt server Mgt server
9. Ingtall the HP Fortran Run-Time Libraries Mgt server Mgt server
10. Instal Layered Products (Optional) Mgt server Mgt server
11. Instal the SANworks Storage System Scripting Utility Mgt server Mgt server
12. Definethe RMS Master Node (rmshost) Mat server Mat server
13. Build the New Kernel and Reboot Mgt server Mgt server
Set Up the SC Database
14. Set Up the SC Database Mgt server Mgt server
Check All Nodes in the HP AlphaServer SC System:
15. Check the State of the Nodes Mat server All Nodes
16. Check the System Firmware Mgt server All Nodes
Configure and Diagnose the HP AlphaServer SC Interconnect
17. Upgrading the HP AlphaServer SC Interconnect Control Processor Software | Mgt server Mgt server
18. Creating an Interconnect Configuration Using SC Viewer Mat server Mgt server
19. Confirming the Operation of the HP AlphaServer SC Interconnect Mgt server Mgt server
Set Up the SC Monitor System
20. AddaSAN Appliance as Monitored Devices Mgt server Mgt server
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Table A-1 Installation Process: When the System Has a Management Server

Scope of
Perform This Installation Task... On... Task
21. Change Terminal Servers Monitoring Distribution Mgt server Mgt server
22. Change Extreme Switches Monitoring Distribution Mgt server Mgt server
23. Activate the Changes Mgt server Mgt server
Assign Cabinets in the SC Database
24. Load the Physical Relationships Mat server Mat server
25. Populate Cabinets with Nodes Mgt server Mgt server
26. Populate Cabinets with Other Hardware Mgt server Mgt server
Building the Domains:
27. Review the SC Database System Settings Mat server Systemwide

First nodeof each
domain

28. Add sysconfigtab Parameters

Mgt server
First nodeof each
domain

Systemwide

29. Create the Domains

Mat server
First nodeof each
domain

Systemwide

30. Boot the System

Mgt server
First nodeof each
domain

Systemwide

31. Complete the Setup of the Domains

Mgt server

Systemwide

Completing the Installation:

32. Configure the External Network Interfaces

Specified nodes

Specified nodes

33. Improve Cluster Availability

Specified nodes

Specified nodes

34. Load File System Configuration Data in the SC Database Mgt server Systemwide

35. Initial Setup of Monitoring for HSG80 RAID Systems Mgt server Systemwide

36. Configure the RMS Database Mgt server Systemwide

37. Provide RMSwith CAA Failover Capability Mgt server and Systemwide
Node 0

38. Enable CMF asaCAA Application Mgt server and Systemwide
Node 0

39. Run the Example MPI Program Any node Specified nodes
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Table A-1 Installation Process: When the System Has a Management Server

Scope of
Perform This Installation Task... On... Task
Mgt server Systemwide

40. Verify the HP AlphaServer SC Interconnect

41. Configure LSM

First three nodes
of each domain

First three nodes
of each domain

42. Verify Swap Mode

N/A

N/A

43. Add a Second Rail to an HP AlphaServer SC System after Domain Creation

Mgt server

Systemwide
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Installation Overview and Checklist: When the
System Does Not Have a Management Server

This appendix provides the following information to help you to install a system that does
not have a management server:

e |nstalation Overview (page B-2)
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B.1 Installation Overview

Table B—1 provides an overview of the installation process for a system that does not have a
Mmanagement Sserver.
Table B-1 Installation Process: When the System Does Not Have a Management Server

Scope of
Perform This Installation Task... On... Task
Set Up Node 0:
1. Setthe Console Variables Node 0 Node 0
2. Check the System Firmware Node 0 Node 0
3. Instal the Tru64 UNIX Operating System Node O Node O
4.  Customize the System Configuration Node 0 Node 0
5. Ingtal the Latest Operating System Patch Software Node O Node O
6. Configurethe RIS Server Node 0 Node 0
7. Instal the HP AlphaServer SC System Software Node O Node O
8. Install the HP Fortran Run-Time Libraries Node 0 Node 0
9. Instal Layered Products (Optional) Node O Node O
10. Instal the SANworks Storage System Scripting Utility Node 0 Node 0
11. Add sysconfigtab Parameters Node O Node O
12. Define the RMS Master Node (rmshost) Node 0 Systemwide
Set Up the SC Database:
13. Set Up the SC Database Node 0 Node 0t
Check All Nodes in the HP AlphaServer SC System, Except Node 0:
14. Check the State of the Nodes Node O All remaining
nodes
15. Check the System Firmware Node O All remaining
nodes
Configure and Diagnose the HP AlphaServer SC Interconnect
16. Upgrading the HP AlphaServer SC Interconnect Control Processor Software | NodeO Node O
17. Creating an Interconnect Configuration Using SC Viewer Node 0 Node 0
18. Confirming the Operation of the HP AlphaServer SC | nterconnect Node O Node O
Set Up the SC Monitor System
19. Add aSAN Appliance as Monitored Devices Node O Node O
20. Change Terminal Servers Monitoring Distribution Node O Node 0
21. Change Extreme Switches Monitoring Distribution Node 0 Node 0
22. Activate the Changes Node 0 Node O
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Table B—1 Installation Process: When the System Does Not Have a Management Server

Scope of
Perform This Installation Task... On... Task
Assign Cabinets in the SC Database
23. Load the Physical Relationships Node O Node O
24. Populate Cabinets with Nodes Node 0 Node 0
25. Populate Cabinets with Other Hardware Node O Node O
Review the SC Database Settings:
26. Review the SC Database Disk Settings Node 0 Node O
Transform Node 0 into a Single Node Domain:
27. Transform Node 0 into a Single Node Domain Node 0 Node 0
28. Run the HP AlphaServer SC Interconnect Tests on Node 0 Node 0 Node 0
Building the Domains:
29. Review the SC Database System Settings Node 0 Systemwide
30. Add sysconfigtab Parameters Node O Systemwide
31. Create the Domains Node 0 Systemwide
32. Boot the System Node O Systemwide
33. Complete the Setup of the Domains Node 0 Systemwide

Completing the Installation:

34. Configure the External Network Interfaces Specified nodes | Specified nodes
35. Improve Cluster Availability Specified nodes | Specified nodes
36. Load File System Configuration Datain the SC Database Node 0 Systemwide
37. Initial Setup of Monitoring for HSG80 RAID Systems Node 0 Systemwide
38. Configure the RMS Database Node 0 Systemwide
39. Provide RMSwith CAA Failover Capability Node 0 Systemwide
40. Enable CMF asaCAA Application Node 0 Systemwide
41. Runthe Example MPI Program Any node Specified nodes
42. Verify the HP AlphaServer SC Interconnect Node O Systemwide

43. Configure LSM First three nodes | First three nodes
of each domain | of each domain

44, Verify Swap Mode N/A N/A

45. Add a Second Rail to an HP AlphaServer SC System after Domain Creation Node O Systemwide

The rmshost aliasis manually defined on Node 0 and automatically propagated to each domain.
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Checklist: Adding a Management Server to a
Cluster

Use this checklist to ensure that you complete all installation tasks in the correct order, when
adding a management server after cluster creation:

Table C-1 Installation Checklist

Installation Task Page | Task Complete?
Pre-Installation Planning:
1. Review the Release Notes 2-2
2. Assign the External Network |P Addresses 2-2
3. Assign the System Name and Default Cluster Aliases 2-3
4. PlantheLocal and Globa Storage 2-7
5. Choose the Root Password 2-16
6. Record the External Gateway |P Address 2-16
Physical Installation:
7. Connect the Management Network 31
8. Populate the HP AlphaServer SC PCI Slots 3-17
9. Configure Hardware for a Dual-Rail Configuration 3-20
10. Connect the HP AlphaServer SC Interconnect 3-20
11. Connect the Node Console Port 321
12. Configurethe HP AlphaServer SC Interconnect Control Card with | 3-22
an |P Address
13. Configurethe Terminal Serverswith an IP Address 322
14. Connect the Fibre Channel Switches 3-23
15. Configure the System Storage on the HSG80 327
16. Edit the Configuration Script 355
Set Up the Management Server:
17. Set the Console Variables 5-3
18. Check the System Firmware 54
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Table C-1 Installation Checklist

Installation Task Page | Task Complete?
19. Instal the Tru64 UNIX Operating System 56
20. Register Licenses (PAKS) 5-10
21. Set Up Networks 5-14
22. Configure DNS (BIND) 5-17
23. Configure NTP 5-18
24. Configure NFS 5-18
25. Configure NIS 5-19
26. Configure Mail 5-21
27. Configure Printers 5-21
28. Instal the Operating System Patch Software 5-22
29. Ingtall and Configure the Clustered Management Server 5-22
30. Install the HP AlphaServer SC System Software 5-32
31. Install the HP Fortran Run-Time Libraries 533
32. Install Layered Products (Optional) 5-33
33. Disable RISon Node 0 cC-6
34. Build the New Kernel and Reboot 5-35
35. Update SRA C-3
36. Check the System Firmware 5-46
37. Set Up RMS Partitions 8-10
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C.1 Update SRA

Follows these steps to move the SC database from the existing node (usually Node 0) to the
management server, update the Zetc/hosts file, and configure RIS:

1.

On a system without a management server, the cmf host is normally Node 0. Identify the

cmf host, asfollows:
# sra dbget cmf.host

Stop the console logger (cmf) on the cm host, as follows:
atlasO# /sbin/init.d/cmf stop

Move the RMS database from atlas0 to atlasms using the instructions provided in
Section, You are now ready to upgrade the management server, as described in Section
4.4.2. (page 4-11).

On the management server, edit the SC database to enter the MAC address for Node O.
Thisvalue was not entered earlier by the sra setup command (see Section 6.2, step 22
on page 6-30), because Node 0 was not then at the SRM prompt. To enter the MAC
address for Node O, run the sra edit command, as shown below:

atlasms# sra edit
sra> node
node> edit atlasoO

Id Description Value
[6 ] Cluster name atlasDO

[7 1 Hardware address (MAC) #

[8 ] Number of votes 1

# = no default value exists

Select attributes to edit, g to quit
eg. 1-5 10 15

edit? 7

enter a new value, probe or auto

auto = generate value from system
probe = probe hardware for value
ip00:hardware address (MAC) [1 (set)

new value? probe

info Connected through cmf
info Connected through cmf

ip00:hardware address (MAC) [00-00-F8-1B-2E-BA] (probed)
correct? [y|n] y

Remote Installation Services (ris) should be updated
Update ris ? n
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node> quit
sra>

On the management server, update the /etc/hosts file and configure RIS by running
the sra edit command, as shown below.

Note:

You must usethe sra edit command — thesra setup command will not update
the cmf host when this value is already set in the database.

The management server is aready at the sra> prompt. Enter the following commands:
sra> sys
sys> edit system

Id Description Value
[8 ] Node running console logging daemon (cmfd) atlasO
[28 ] Management Server name atlasoO

Select attributes to edit, g to quit
eg. 1-5 10 15

edit? 8 28

Node running console logging daemon (cmfd) [atlasO]
new value? atlasms

Management Server name [atlasO0]
new value? atlasms

Node running console logging daemon (cmfd) [atlasms]
Management Server name [atlasms]
correct? [y|n] y

You have modified fields which effect the console logging
system. The SC database will be updated. In addition you
may chose to update (ping) the daemons to reload from

the modified database, or restart the daemons.

Modify SC database only (1), update daemons (2), restart daemons (3) [3]
Finished adding nodes to CMF table

Finished updating nodes in CMF table

CMF reconfigure: success

sys> update hosts

Updating /etc/hosts...

sys> update ris all

Gateway for subnet 10 is 10.128.101.1
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Setup RIS for host atlasO

Setup RIS for host atlasl023
sys> quit
sra> quit

#

6. Add an entry to the RM S database for the management server, as follows:
# rcontrol create node name=atlasms

7. Start the RMS daemons on the management server, as follows:
atlasms# /sbin/init.d/rms start

8. If you have changed the factory default password (that is, system) for the terminal
server(s), perform the following steps (where atlas-tcl is an example terminal server
name):

a  Connect to the terminal server, asfollows:
# sra -c atlas-tcl

b. Change the terminal server password to the factory default password, as follows:
# access
Network Access SW V2.4 BL50 for DS732
(c) Copyright 2000, Digital Networks - All Rights Reserved

Please type HELP if you need assistance

Enter username> system
Local> set priv

Password> site specific password'
Local> change server privileged password

Password> system1

Verifications> system1
Local>

c. Runthesra ds_passwd command to change the terminal server password back to

the site-specific value, asfollows:
# sra ds passwd -server atlas-tcl

This command will set the password on the named
terminal server (atlas-tcl).

Confirm change password for server atlas-tcl [yes]:
Enter new password for atlas-tcl: site_specific_passwordl

Please re-enter new password for atlas-tcl: site_specific_passwordl
Info: connecting to terminal server atlas-tcl (10.128.100.1)
Info: Connected through cmf

This command sets the password on the terminal server, and updates the entry in the
SC database.

1. Thevalue that you enter is not echoed on screen.
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9. Thevaue of SC_MSin /etc/rc.config.common needs to be changed on the management
server and on al clusters as follows:
atlasms# rcmgr -c set SC MS atlasms

atlasms# sra command -domains all -m 1 -command "rcmgr -c set SC MS
atlasms"

10. Inorder for the HP AlphaServer SC system management daemons on the cluster nodesto
correctly recognize and sign on with the new management server, it is advisable to shut
down and reboot the cluster nodes at this point.

C.2 Disable RIS on Node O

When adding a management server to an HP AlphaServer SC system, you typically
configure the management server as the RIS server for the system. However, Node 0 was
previously configured as the RIS server. You should remove this functionality from Node 0
before you configure the management server asthe RIS server, as described in this section.

To disable RIS, some tasks are mandatory and others are optional.

C.2.1 Mandatory Tasks

You must perform the following tasks — on any node in the first domain:

1. Inthe/etc/rc.config.common file, change the setting of the JOIND entry from
Ilyesll to llnoll:
Before: JOIND=""yes"
After: JOIND=""no""

2. Stop the joind daemon, asfollows:
# /sbin/init.d/dhcp stop

C.2.2 Optional Tasks

C-6

You may also choose to remove the Tru64 UNIX software product from the RIS environment
on Node 0 — thisis an optional task. To do this, perform the following steps:

1. Start RISon Node 0, as follows;

# ris
Choose the DELETE software products option by entering d at the prompt.

3. Enter the product number that represents the product to be removed; typically, the
product number for Trué4 UNIX is1.

4. When prompted to remove all clients associated with the product, enter yes.
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C.3 Stopping the RMS System and mSQL
To stop the RM S system, perform the following steps:

1. Ensure that there are no allocated resources. One way to do thisisto stop each partition

using the ki 'l option, as shown in the following example:
# rcontrol stop partition=big option kill

Note:

If the rms CAA application has not been enabled, skip this step.

If the rms CAA application has been enabled and is running, stop the rms application.

You can determine the current status of the rms application by running the caa_stat
command on the first domain in the system (that is, at1asDO, where atlas isan

example system name) as follows:
# caa stat SC20rms

To stop the rms application, use the caa_stop command, as follows:
# caa stop SC20rms

3. Stop the RM S daemons on every node, by running the following command once on any
node:
# rmsctl stop

Note:

If the rms CAA application has been enabled and you did not stop the rms
application as described in step 2, then you will not be able to stop the RM S daemons
in this step — CAA will automatically restart RM 'S daemons on the node where the
rms application was last located.

4. Stop the mSQL daemon in one of the following ways, depending on whether you have
registered msql as a CAA service:

e Casel: msql isregistered with CAA

If themsgl CAA application has been enabled and is running, stop the msql
application.

You can determine the current status of the msql application by running the
caa_stat command on the first domain in the system (that is, at1asDO, where
atlas isan example system name), as follows:

# caa_stat SC05msql
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To stop the msql application, use the caa_stop command, as follows:
# caa stop SCO05msql

* Case2: msql isnot registered with CAA

If themsgl CAA application has not been enabled, stop the mSQL daemon by
running the following command on the RM S master node (rmshost — usually
Node 0):

# /sbin/init.d/msqld stop

This process stops the RM S system.

At this stage, any attempt to use an RM'S command will result in an error similar to the
following:
rinfo: Warning: Can't connect to mSQL server on rmshost: retrying ...

Thisis because the mSQL daemon was stopped in step 4 above. If you skip step 4 (so that the
mSQL daemon is running, but RM S daemons are stopped), you will be able to access the
database but unabl e to execute commands that require the RM S daemons. Different
commands need different RMS daemons, so the resulting error messages will differ. A
typical messageis similar to the following:

rcontrol: Warning: RMS server pmanager-parallel (rmshost) not responding

Note:

If you did not perform step 1 above, this process will not stop any jobsthat are
running when the RM S system is stopped.

C.3.1 Manually Starting RMS

Cc-8

If you stopped RMS as described in Section C.3 on page C—7, you can restart RM S by
performing the following steps:

1. Start the mSQL daemon in one of the following ways, depending on whether you have
registered msql asa CAA service:

e Casel: msgl isregistered with CAA

If the msgl CAA application has been enabled and is stopped, start the msql
application.

You can determine the current status of the msql application by running the
caa_stat command on the first domain in the system (that is, atlasDO, where

atlas is an example system name) as follows:
# caa stat SC05msql

To start the msqgl application, use the caa_start command as follows:
# caa start SCO5msqgl
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* Case2: msqgl ishot registered with CAA

If the msgl CAA application has not been enabled, start the mSQL daemon by
running the following command on the RMS master node (rmshost — usualy
Node 0):

# /sbin/init.d/msqld start

2. Note:

If the rms CAA application has not been enabled, skip this step.

If the rms CAA application has been enabled and is stopped, start the rms application.

You can determine the current status of the rms application by running the caa_stat
command on the first domain in the system (that is, atlasDO, where atlas isan
example system name) as follows:

# caa stat SC20rms

To start the rms application, use the caa_start command as follows:
# caa start SC20rms

3. Start the RM'S daemons on the remaining nodes, by running the following command
once on any node:
# rmsctl start

For more information about RMS, see Chapter 5 of the HP AlphaServer SC System
Administration Guide.
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Information Checklists

Table D—1 Summit Switch and Terminal Server Port Numbers

Attribute sit 2t TiServer! | Page
Port Number of Summit switch port connected to the terminal server n/a 312
Port Number of the Summit switch port connected to the Fibre Channel switch n‘a 3-12
Port Number of the Summit switch port connected to the AlphaServer SC 3-12
Interconnect Control Processor
Port Number of terminal server port connected to the management server n/a n‘a 321
151 = first Summit switch; S2 = second Summit switch, and so on; T/Server = terminal server
Table D-2 Tru64 UNIX System Attributes
Domains
Attribute mMst | DO | D1 D2 D3 Page
AlphaServer SC system name (for example, atlas) 2-3
Host name 5-7/6-5
Host name | P address 5-14/6-12
External gateway 5-14/6-12
Tru64 UNIX 7/, /usr, and /var device 2-9
from console (for example, dka200)
Tru64 UNIX 7/ partition (for example, dsk2a) 5-8/6-6
Tru64 UNIX Zusr partition (for example, dsk2g) 5-8/6-6
True4 UNIX /var partition (for example, dsk2h) 5-8/6-6

IMS = Management Server
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Table D—3 Domain Attributes

Domains

Attribute DO D1 D2 D3 Page

Number of nodes 5-37/6-24

Hardware type of the system (for example, ES40) 5-37/6-24

Number of domains 5-37/6-24

First node of this domain 5-37/6-24

domain name 2-4,

5-37/6-24

Default cluster alias IP address 2-4,

5-37/6-24

Terminal server model (for example, terminal server) 5-37/6-24

Number of ports on the terminal server 5-37/6-24

Terminal server |P address (first terminal server) 5-37/6-24

First port on terminal server 5-37/6-24

Domain /, /usr, and /var device 643
from console (for example, DKC101) primary:
backup:

Domain / partition (for example, dsk3b) primary: 6-43
backup:

Domain Zusr partition (for example, dsk3g) primary: 6-43
backup:

Domain /var partition (for example, dsk3h) primary: 643
backup:

Domain / disk size (percentage of total size) primary: 6-43
backup:

Domain Zusr disk size (percentage of total) primary: 643
backup:

Domain /var disk size (percentage of total) primary: 643
backup:

Generic boot disk (for example, dsk4) 6-30
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Table D-4 Member Attributes of Domain DO

Node O: Node 1: Node 2: Node n:
Attribute Member 1 Member 2 Member 3 Member <n+1>
Member host namet atlasO atlasl atlas2 atlasn
Host name | P address 10.128.0.1 10.128.0.2 10.128.0.3 10.128.0.<n+1>
Member ID ? 1 2 3 n+1
(memberid: 1-32)
Number of votes 1 1 1 0
assigned to this member
Boot disk 3 dskoO dsk6 dsk8 dsk<2m+2>
(for example, dskO)
Boot device from console  dkaO dkaO dkaO dkao

(for example, dka0)
Cluster interconnect
IP name 4

Cluster interconnect
IP address 4

System interconnect
IP name®

System interconnect
IP address
External Network
IP name®

External Network
|P address

External Network
subnet mask

atlasO-icsO

10.0.0.1

atlasO-eip0

10.64.0.1

atlasO-extl

site-dependent

site-dependent

atlasl-icsO

10.0.0.2

atlasl-eipO

10.64.0.2

atlasl-extl

site-dependent

site-dependent

atlas2-ics0

10.0.0.3

atlas2-eip0

10.64.0.3

atlas2-extl

site-dependent

site-dependent

atlasn-icsO

10.0.0.<n+1>

atlasn-eip0

10.64.0.<n+1>

atlasn-extl

site-dependent

site-dependent

Hhe first member inherits its host name and | P address from the Tru64 UNIX operating system.
2The default member D for the first member is 1, and increments by 1 for each additional member.
3This naming convention is based on the configuration described in this guide: 3 local disks on the first

node, 4 disks shared on the RAID subsystem, and 2 local disks on all other nodes.

4By default, the installation programs offer |P addresses on the 10.0 subnet, with the host portion of the
address set to the member 1D and the | P name set to the member’s host name followed by -icso0.

5By default, theinstallation programs offer |P addresses on the 10.64 subnet, with the host portion of the
address set to the member 1D and the | P name set to the member’s host name followed by -eipo.

5The suffix isext1 for the first external network, ext2 for the second, and so on.
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Table D-5 Member Attributes of Domain D1

Node 32: Node 33: Node 34: Node n:
Attribute Member 1 Member 2 Member 3 Member m
Member host namet atlas32 atlas33 atlas34 atlasn
Host name I P address 10.128.0.33 10.128.0.34 10.128.0.35 10.128.0.<n+1>
Member ID ? 1 2 3 m
(memberid: 1-32)
Number of votes 1 1 1 0
assigned to this member
Boot disk 3 dskoO dsk6 dsk8 dsk<2m+2>
(for example, dskO)
Boot device from console  dkaO dkaO dkaO dkao

(for example, dka0)
Cluster interconnect
IP name 4

Cluster interconnect
IP address 4

System interconnect
IP name®

System interconnect
IP address
External Network
IP name®

External Network
|P address

External Network
subnet mask

atlas32-ics0

10.0.0.33

atlas32-eip0

10.64.0.33

atlas32-extl

site-dependent

site-dependent

atlas33-ics0

10.0.0.34

atlas33-eip0

10.64.0.34

atlas33-extl

site-dependent

site-dependent

atlas34-ics0

10.0.0.35

atlas34-eip0

10.64.0.35

atlas34-extl

site-dependent

site-dependent

atlasn-icsO

10.0.0.<n+1>

atlasn-eip0

10.64.0.<n+1>

atlasn-extl

site-dependent

site-dependent

Hhe first member inherits its host name and | P address from the Tru64 UNIX operating system.
2The default member ID for the first member is 1, and increments by 1 for each additional member.
3This naming convention is based on the configuration described in this guide: 3 local disks on the first

node, 4 disks shared on the RAID subsystem, and 2 local disks on all other nodes.

4By default, the installation programs offer |P addresses on the 10.0 subnet, with the host portion of the
address set to the member 1D and the | P name set to the member’s host name followed by -icso0.

5By default, the installation programs offer |P addresses on the 10.64.0 subnet, with the host portion of
the address set to the member |D and the IP name set to the member’s host name followed by -eipo.

5The suffix isext1 for the first external network, ext2 for the second, and so on.
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Table D-6 Member Attributes of Domain D2

Node 64: Node 65: Node 66: Node n:
Attribute Member 1 Member 2 Member 3 Member m
Member host namet atlas64 atlas65 atlas66 atlasn
Host name | P address 1 10.128.0.65 10.128.0.66 10.128.0.67 10.128.0.<n+1>
Member ID ? 1 2 3 m
(memberid: 1-32)
Number of votes 1 1 1 0
assigned to this member
Boot disk 3 dskoO dsk6 dsk8 dsk<2m+2>
(for example, dskO)
Boot device from console  dkaO dkaO dkaO dkao

(for example, dka0)
Cluster interconnect
IP name 4

Cluster interconnect
IP address 4

System interconnect
IP name®

System interconnect
IP address ®
External Network
IP name®

External Network
|P address

External Network
subnet mask

atlas64-ics0

10.0.0.65

atlas64-eip0

10.64.0.65

atlas64-extl

site-dependent

site-dependent

atlas65-i1cs0

10.0.0.66

atlas65-eip0

10.64.0.66

atlas65-extl

site-dependent

site-dependent

atlas66-ics0

10.0.0.67

atlas66-eip0

10.64.0.67

atlas66-extl

site-dependent

site-dependent

atlasn-icsO

10.0.0.<n+1>

atlasn-eip0

10.64.0.<n+1>

atlasn-extl

site-dependent

site-dependent

1The first member inherits its host name and | P address from the Tru64 UNIX operating system.
2The default member ID for the first member is 1, and increments by 1 for each additional member.
3This naming convention is based on the configuration described in this guide: 3 local disks on the first

node, 4 disks shared on the RAID subsystem, and 2 local disks on all other nodes.

4By default, the installation programs offer |P addresses on the 10.0 subnet, with the host portion of the
address set to the member 1D and the |P name set to the member’s host name followed by -icso0.

5By default, the installation programs offer | P addresses on the 10.64 subnet, with the host portion of the
address set to the member 1D and the | P name set to the member’s host name followed by -eipo.

5The suffix isext1 for the first external network, ext2 for the second, and so on.
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Table D—7 Member Attributes of Domain D32

Node 992: Node 993: Node 994: Node n:

Attribute Member 1 Member 2 Member 3 Member m

Member host namet atlas992 atlas993 atlas994 atlasn

Host name | P address 10.128.7.97  10.128.7.98  10.128.7.99  10.128.(n+1)/
128.(n+1)%128

Member 1D 2 1 2 3 m

(memberid: 1-32)

Number of votes 1 1 1 0

assigned to this member

Boot disk 3 dskoO dsk6 dsk8 dsk<2m+2>

(for example, dskO)

Boot devicefrom console  dkaO dkaO dkaO dkaO

(for example, dka0)

Cluster interconnect atlas992- atlas993- atlas994- atlasn-icsO

IP name 4 icsO icsO icsO

Cluster interconnect 10.0.7.97 10.0.7.98 10.0.7.99 10.0.0.<n+1>

IP address 4

System interconnect atlas992- atlas993- atlas994- atlasn-eip0

IP name ° eip0 eip0 eip0

System interconnect 10.64.7.97 10.64.7.98 10.64.7.99 10.64.7.<n+1>

IP address 4

External Network atlas992- atlas993- atlas994- atlasn-extl

IP name © extl extl extl

External Network site-dependent site-dependent site-dependent site-dependent

|P address

External Network site-dependent site-dependent site-dependent site-dependent

subnet mask

Hhe first member inherits its host name and | P address from the Tru64 UNIX operating system.

2The default member ID for the first member is 1, and increments by 1 for each additional member.

3This naming convention is based on the configuration described in this guide: 3 local disks on the first
node, 4 disks shared on the RAID subsystem, and 2 local disks on all other nodes.

“By default, the installation programs offer |P addresses on the 10.0 subnet, with the host portion of the
address set to the member 1D and the | P name set to the member’s host name followed by -icso0.

5By default, the installation programs offer |P addresses on the 10.64 subnet, with the host portion of
the address set to the member ID and the I P name set to the member’s host name followed by -ei po.

5The suffix isext1 for the first external network, ext2 for the second, and so on.
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Example Installation Output

This appendix provides samples of installation output from the following commands:
* grasetup (see Section E.1 on page E-2)

* clu_create (see Section E.2 on page E-20)

* clu_add_member (see Section E.3 on page E-23)

e clu_quorum (see Section E.4 on page E-25)

* upgrade check (see Section E.5 on page E-27)
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sra setup

E.1 sra setup

E-2

This section provides the following exampl e output:
*  Sample srasetup Output When Using a Management Server (Example E-1 on page E-2)

e Sample sra setup Output When Not Using a Management Server (Example E-2 on page
E-11)

Example E-1 Sample sra setup Output When Using a Management Server

atlasms# sra setup
We will need some configuration information in order to build the system.

The system name is used to derive both the cluster alias names
and the hostname of each node in the system.

For example, in a 64-node, 2-cluster system with system name
"atlas", the cluster aliases would be atlasD0 and atlasDl, while
the node hostnames would be atlas0O, atlasl, ..., atlasé63.

The system name length is limited to 10 characters.

However, a deprecated naming scheme is also available for cases
where the number of clusters is less than 27. Using this scheme
the clusters in the above example would be named atlasA and
atlasB.

Note: if the system has only one cluster, the cluster alias is
the same as the system name. In the above example the cluster
alias would be "atlas".

Enter the system name: atlas
Enter the number of nodes in the system: 1024

Domain names in the system typically start at 0, for example atlasDO.

Or when using the old naming scheme they would start at A, for example atlasA.
However, it is possible to start at a different number.

Enter the domain number (or letter) of the first domain in the system [0]: O

Node names in the system typically start at 0, for example atlasO.
However, it is possible to start at a different number.
Enter the node number of the first node in the system [0]: O

Is this system a Management Server? [yes]:Enter the name of the Management Server
[atlasms] : atlasms

We need to know the hardware type of the system

Supported hardware types are ES40, ES45 and DS20L

If your system is to contain clusters of mixed hardware type,
enter the type which composes the majority of the system.
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Enter the hardware type [ES40]: ES45

We need to know the number of Cluster Interconnect Rails used
in the system. The supported number of rails is 1 or 2
Enter the number of Cluster Interconnect Rails [1]: 1

Building the SC database (-m atlas -N "atlas[0-1023]" -t ES45 -I atlasms)
Enter the number of clusters in the system [1]: 32
Do you wish to use the old alphabetic cluster naming scheme? [no]: no

The Internet protocol (IP) address associated with the Management Network

for each node in the cluster is determined by incrementing from the

first node (atlas0)

Enter the IP address for the node 0 Management Network [10.128.4.1]: 10.128.4.1

The address associated with the Compag Alphaserver SC Cluster Interconnect
for each node in the system is determined by incrementing from the

first node (atlasoO)

Enter the IP address for the node 0 Cluster Interconnect [10.0.0.1]: 10.0.0.1

The address associated with the Compag Alphaserver SC System (Eip)
Interconnect for each node in the system is determined by incrementing

from the first node (atlasO)

Enter the IP address for the node 0 System Interconnect [10.64.0.1]: 10.64.0.1

If you know the model of the terminal server used to connect

the Console Network, enter it here. Otherwise just accept the default
or set it to "unknown"

Enter the terminal server model [DECserver900]: DECserver900

The IP address of each terminal server in the system
is determined by incrementing from that of the first
Enter the IP address for the first DECserver900 [10.128.100.1]: 10.128.100.1

In normal practice the terminal server ports are assigned
sequentially starting from 1 for node 0
Enter the first port on the DECserver900 (in the range 1-32) [1]: 1

The file /etc/clua_default needs to be populated. When populated,

This file allows the selection of a preferred network for routes

to Cluster Alias IP addresses. The contents of the /etc/clua default
file affect how gated behaves. SRA has selected the Management LAN

as the network to provide a default route and the value 2

as the metric. If you wish to change his value use the SRA edit command.
If you change the metric value in the database you will also need to
change the value in /etc/clua default file on each domain.

Enter the IP address for the Preferred Server cluster alias base address
[10.128.106.1]: 10.128.106.1

System name atlas
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Number of nodes 1024

Domain number of first domain 0

Node number of first node 0
Management Server atlasms

IP address for node 0 Management Network 10.128.0.1
IP address for node 0 Cluster Interconnect 10.0.0.1

IP address for node 0 System Interconnect 10.64.0.1
Terminal server model DECserver900

IP address for the first DECserver900
First port on the DECserver900

10.128.100.1
1

Hardware type ES45

Number of Cluster Interconnect Rails 1

Number of clusters 32

Cluster naming scheme Alphanumeric

Preferred server cluster alias base address

10.128.106.1

Is this correct? [yes]: yes
Setting up clusters

If you choose manual cluster configuration, then for each cluster
you will be asked to enter the external IP address for member 1,
the cluster alias IP address, the cluster type (file server or

compute server), and the start node.

If you choose automatic cluster configuration, the system will
assign default values for the cluster type. The IP addresses for

members 1 and 2 of each cluster,

and the cluster aliases, will be

assigned in sequence starting with the base IPs which you enter.

Configurations where all clusters

(except possibly the first and

last) are the same size can be automatically generated. Other

configurations must be manually entered.

Would you like to use automatic cluster configuration? [yes]: yes
Number of nodes in the first cluster [32]: 32

Number of nodes in subsequent clusters [32]: 32

Enter the External Network IP address for node 0 []: 16.209.133.30
Enter the IP for cluster 0 cluster alias []: 16.209.133.28
Cluster Start Cluster Alias Member 1 Member 2 Cluster
Name Node IP Address IP Address IP Address Type
atlasDO O 16.209.133.28 16.209.133.30 16.209.133.31 fs
atlasDl 32 16.209.133.29 16.209.133.32 16.209.133.33 cs
atlasD2 64 16.209.133.30 16.209.133.34 16.209.133.35 <cs
atlasD3 96 16.209.133.31 16.209.133.36 16.209.133.37 cs
atlasD4 128 16.209.133.32 16.209.133.38 16.209.133.39 cs
atlasD5 160 16.209.133.33 16.209.133.40 16.209.133.41 cs
atlasD6 192 16.209.133.34 16.209.133.42 16.209.133.43 cs
atlasD7 224 16.209.133.35 16.209.133.44 16.209.133.45 cs
atlasD8 256 16.209.133.36 16.209.133.46 16.209.133.47 cs
atlasD9 288 16.209.133.37 16.209.133.48 16.209.133.49 cs
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atlasD10 320 16.209.133.38 16.209.133.50 16.209.133.51 cs
atlasD1ll 352 16.209.133.39 16.209.133.52 16.209.133.53 cs
atlasDl12 384 16.209.133.40 16.209.133.54 16.209.133.55 cs
atlasD13 416 16.209.133.41 16.209.133.56 16.209.133.57 cs
atlasD14 448 16.209.133.42 16.209.133.58 16.209.133.59 cs
atlasD15 480 16.209.133.43 16.209.133.60 16.209.133.61 cs
atlasDl6 512 16.209.133.44 16.209.133.62 16.209.133.63 cs
atlasD17 544 16.209.133.45 16.209.133.64 16.209.133.65 cs
atlasD18 576 16.209.133.46 16.209.133.66 16.209.133.67 cs
atlasD19 608 16.209.133.47 16.209.133.68 16.209.133.69 cs
atlasD20 640 16.209.133.48 16.209.133.70 16.209.133.71 cs
atlasD2l 672 16.209.133.49 16.209.133.72 16.209.133.73 cs
atlasD22 704 16.209.133.50 16.209.133.74 16.209.133.75 cs
atlasD23 736 16.209.133.51 16.209.133.76 16.209.133.77 cs
atlasD24 768 16.209.133.52 16.209.133.78 16.209.133.79 cs
atlasD25 800 16.209.133.53 16.209.133.80 16.209.133.81 cs
atlasD26 832 16.209.133.54 16.209.133.82 16.209.133.83 cs
atlasD27 864 16.209.133.55 16.209.133.84 16.209.133.85 cs
atlasD28 896 16.209.133.56 16.209.133.86 16.209.133.87 cs
atlasD29 928 16.209.133.57 16.209.133.88 16.209.133.89 cs
atlasD30 960 16.209.133.58 16.209.133.90 16.209.133.91 cs
atlasD31 992 16.209.133.59 16.209.133.92 16.209.133.93 cs

Is this correct? [yes]: yes

Adding nodes to the database
Finished adding nodes to database

Populating the SC Monitor database tables
add Extreme switch: extremel/10.128.103.1
...etc...

add Extreme switch: extreme32/10.128.103.32

Configuring cfengine

Update /etc/hosts? [yes]:Updating /etc/hosts...
Info - No SRA section in /etc/hosts file

CMF is a utility used to monitor and connect
to the Console Network. It must be correctly configured
before the cluster setup can continue

Which host should run the CMF daemon (cmfd)? [atlasms]: atlasms
Finished adding nodes to CMF table

Finished updating nodes in CMF table

If the terminal servers have never been configured, cmf will fail.
Configure terminal servers? [yes]: no

The CMF host is set as atlasms in the database, but is not responding
Attempting to restart CMF on this node

Restarting the CMF daemon, wait...ok
Checking we can talk to the daemon. ..ok
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The CMF daemon was sucessfully restarted on atlasms

Each member has its own boot disk, which has an associated
clusterized UNIX device name; for example dsk7
An alternate boot disk may be configured -- this is optional.

Would you like to configure an alternate boot disk? [yes]: yes

If you USE an alternate boot disk, the swap space from the
alternate boot disk is added to the swap space from the
primary boot disk, thus doubling the available swap space.
Also, the tmp and local partitions on the alternate boot
disk are mounted on /tmpl and /locall respectively.

Would you like to use the alternate boot disk? [yes]: yes
Setting up primary boot disk

We need to know the SRM device name for the primary boot disk
If you know the SRM device name (eg dkal) enter it now
otherwise accept the default

"probe" will probe a node at SRM for the device name

SRM device name for primary boot disk? [probe]: dka0
Settings for the primary boot disk:

UNIX device name dsk0
SRM device name dka0
swap partition size (%) 15
tmp partition size (%) 42
local partition size (%) 43

Are these settings correct? [yes]: yes

Setting up secondary boot disk

We need to know the SRM device name for the secondary boot disk
If you know the SRM device name (eg dkalOO) enter it now
otherwise accept the default

"probe" will probe a node at SRM for the device name

SRM device name for secondary boot disk? [probe]: dkal00
Settings for the secondary boot digk:

UNIX device name dskl
SRM device name dkaloo
swap partition size (%) 15

tmp partition size (%) 42
local partition size (%) 43
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Are these settings correct? [yes]: yes

Setting up Tru64 UNIX disk

We need to know the UNIX device name for the Tru64 UNIX disk
If you know the UNIX device name (eg dsk2) enter it now

otherwise accept the default

UNIX device name for the Tru64 UNIX disk? [dsk2]: dsk2
Settings for the Tru64 UNIX disk:

Id Description Value
[0 ] Image Role unix
[1 ] Image name first
[2 ] UNIX device name dsk2
[3 1 SRM device name #

[4 1 Disk Location (Identifier)

[5 1 root partition size (%) 10
[6 ] root partition a

[7 1 usr partition size (%) 35
[8 1 usr partition g

[9 ] var partition size (%) 35
[10 ] var partition h
[11 ] swap partition size (%) 20
[12 ] swap partition b

Are these settings correct? [yes]: yes

Setting up Cluster /, /usr & /var disk

We need to know the UNIX device name for the Cluster /, /usr & /var disk
If you know the UNIX device name (eg dsk3) enter it now

otherwise accept the default

UNIX device name for the Cluster /, /usr & /var disk? [dsk3]: dsk3
Settings for the Cluster /, /usr & /var disk:

Id Description Value

[0 ] Image Role cluster
[1 ] Image name first
[2 ] UNIX device name dsk3

[3 ] SRM device name #

[4 ] Disk Location (Identifier) IDENTIFIER=1
[5 1 root partition size (%) 5

[6 1 root partition b

[7 1 usr partition size (%) 50

[8 1 usr partition g

[9 ] var partition size (%) 45
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[10 ] var partition h

Are these settings correct? [yes]: yes

Would you like to configure a backup cluster disk? [no]: yes
Setting up backup Cluster /, /usr & /var disk

We need to know the UNIX device name for the backup Cluster /, /usr & /var disk
If you know the UNIX device name (eg dsk5) enter it now
otherwise accept the default

UNIX device name for the backup Cluster /, /usr & /var disk? [dsk5]: dsk5
Settings for the backup Cluster /, /usr & /var disk:

Id Description Value

[0 ] Image Role cluster
[1 ] Image name second
[2 ] UNIX device name dsk5

[3 1 SRM device name #

[4 ] Disk Location (Identifier) IDENTIFIER=3
[5 1 root partition size (%) 5

[6 1 root partition b

[7 ] usr partition size (%) 50

[8 1 usr partition g

[9 ] var partition size (%) 45

[10 ] var partition h

Are these settings correct? [yes]: yes

Setting up Generic boot disk

We need to know the UNIX device name for the Generic boot disk
If you know the UNIX device name (eg dsk4) enter it now

otherwise accept the default

UNIX device name for the Generic boot disk? [dsk4]: dsk4
Settings for the Generic boot disk:

Id Description Value

[0 ] Image Role gen boot

[1 ] Image name first

[2 ] UNIX device name dsk4

[3 ] SRM device name #

[4 ] Disk Location (Identifier) IDENTIFIER=2
[5 ] default or not #

[6 ] swap partition size (%) 30

[7 1 tmp partition size (%) 35

[8 ] local partition size (%) 35
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Are these settings correct? [yes]: yes

We need to know the SRM device name for the Management LAN adapter
and the External LAN adapter.

If you know the SRM device name (eg eial) enter it now

otherwise accept the default

"probe" will probe a node at SRM for the device name

SRM device name for Management LAN adapter? [eiaO]: eial
Please enter the UNIX device name for the Management LAN adapter,
eg "eeO". Accept the default if you are not sure

UNIX device name for Management LAN adapter? [eeO]: ee0
Settings for the Management LAN adapter

UNIX device name eel
SRM device name eial

Are these settings correct? [yes]: yes

SRM device name for External LAN adapter? [eib0]: eib0
Please enter the UNIX device name for the External LAN adapter,
eg "eel". Accept the default if you are not sure

UNIX device name for External LAN adapter? [eel]: eel
Settings for the External LAN adapter

UNIX device name eel
SRM device name eib0

Are these settings correct? [yes]: yes

We will now do a hardware probe in order to collect
the hardware ethernet address of each node.

Probe hardware? [yes]: yes

Nodes to probe [all]l: all

Initialize node hardware during probe? [yes]: yes
Log file is /var/sra/sra.logd/sra.log.0

Display not loaded

02:38:46 atlasO Phase: Initializing
02:59:09 atlasl1023 status:success
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* Summary * Success: atlas[0-1023]
All nodes were sucessfully probed

In order to add members to the cluster we need to
add nodes to the Remote Installation Services (RIS) database

Add nodes to the RIS database? [yes]: yes

Gateway for subnet 10 is 10.128.0.1

Setup RIS for host atlasO

Setting up tftp in inetd.conf...

JOIN Server Release 4.1.0b for Compag Tru64 UNIX

Copyright 1992-1998 Competitive Automation, Inc. All Rights Reserved.

DHCP daemon started

Setup RIS for host atlasl
...etc...

Setup RIS for host atlasl023

In order for future Operating System upgrades to function correctly we need to
add domains to the Remote Installation Services (RIS) database.

Add domains to the RIS database? [yes]: yes

Gateway for subnet 10 is 10.128.0.1
DHCP daemon started

Setup RIS for domain atlasDO
...etc...

Setup RIS for domain atlasD31

Enabling consolidated binary.errlog on rmshost

If you need to make any changes to the database
use "sra edit"

To complete the installation, run "sra install" to install
the cluster

The following crontab entry will rotate cmf logs every two weeks:

"20 0 17,3 * * /sbin/init.d/cmf rotate"

Add entry to root crontab? [yes]: yes

The following crontab entry will archive and backup the rms database at 2:05 every
day:

"5 2 * * * /usr/bin/rmsbackup"

Add entry to root crontab? [yes]: yes

sra setup completed successfully.
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Example E-2 Sample sra setup Output When Not Using a Management Server

atlasO# sra setup
We will need some configuration information in order to build the system.

The system name is used to derive both the cluster alias names
and the hostname of each node in the system.

For example, in a 64-node, 2-cluster system with system name
"atlas", the cluster aliases would be atlasDO and atlasDl, while
the node hostnames would be atlas0O, atlasl, ..., atlasé63.

The system name length is limited to 10 characters.

However, a deprecated naming scheme is also available for cases
where the number of clusters is less than 27. Using this scheme
the clusters in the above example would be named atlasA and
atlasB.

Note: if the system has only one cluster, the cluster alias is
the same as the system name. In the above example the cluster
alias would be "atlas".

Enter the system name: atlas
Enter the number of nodes in the system: 1024

Domain names in the system typically start at 0, for example atlasDO.

Or when using the old naming scheme they would start at A, for example atlasA.
However, it is possible to start at a different number.

Enter the domain number (or letter) of the first domain in the system [0]: O
Node names in the system typically start at 0, for example atlasO.

However, it is possible to start at a different number.

Enter the node number of the first node in the system [0]: O

Is this system a Management Server? [yes]: no

We need to know the hardware type of the system

Supported hardware types are ES40, ES45 and DS20L

If your system is to contain clusters of mixed hardware type,

enter the type which composes the majority of the system.

Enter the hardware type [ES40]: ES45

We need to know the number of Cluster Interconnect Rails used

in the system. The supported number of rails is 1 or 2

Enter the number of Cluster Interconnect Rails [1]: 1

Building the SC database (-m atlas -N "atlas[0-3]" -t ES45 )

Enter the number of clusters in the system [1]: 32

Do you wish to use the old alphabetic cluster naming scheme? [no]: no
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The Internet protocol (IP) address associated with the Management Network

for each node in the cluster is determined by incrementing from the

first node (atlaso)

Enter the IP address for the node 0 Management Network [10.128.0.1]: 10.128.0.1

The address associated with the Compaqg Alphaserver SC Cluster Interconnect
for each node in the system is determined by incrementing from the

first node (atlasO0)

Enter the IP address for the node 0 Cluster Interconnect [10.0.0.1]: 10.0.0.1

The address associated with the Compag Alphaserver SC System (Eip)

Interconnect for each node in the system is determined by incrementing

from the first node (atlasO)

Enter the IP address for the node 0 System Interconnect [10.64.0.11]: 10.64.0.11

If you know the model of the terminal server used to connect

the Console Network, enter it here. Otherwise just accept the default
or set it to "unknown"

Enter the terminal server model [DECserver900]: DECserver900

The IP address of each terminal server in the system
is determined by incrementing from that of the first
Enter the IP address for the first DECserver900 [10.128.100.1]: 10.128.100.1

In normal practice the terminal server ports are assigned
sequentially starting from 1 for node 0
Enter the first port on the DECserver900 (in the range 1-32) [1]: 1

The file /etc/clua default needs to be populated. When populated,

This file allows the selection of a preferred network for routes

to Cluster Alias IP addresses. The contents of the /etc/clua default
file affect how gated behaves. SRA has selected the Management LAN

as the network to provide a default route and the value 2

as the metric. If you wish to change his value use the SRA edit command.
If you change the metric value in the database you will also need to
change the value in /etc/clua default file on each domain.

Enter the IP address for the Preferred Server cluster alias base address
[10.128.106.1]: 10.128.106.1

System name atlas
Number of nodes 1024

Domain number of first domain 0

Node number of first node 0
Management Server

IP address for node 0 Management Network 10.128.0.1
IP address for node 0 Cluster Interconnect 10.0.0.1

IP address for node 0 System Interconnect 10.64.0.1
Terminal server model DECserver900
IP address for the first DECserver900 10.128.100.1
First port on the DECserver900 1
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Hardware type ES45

Number of Cluster Interconnect Rails 1

Number of clusters 32

Cluster naming scheme Alphanumeric
Preferred server cluster alias base address 10.128.106.1

Is this correct? [yes]: yes
Setting up clusters

If you choose manual cluster configuration, then for each cluster
you will be asked to enter the external IP address for member 1,
the cluster alias IP address, the cluster type (file server or
compute server), and the start node.

If you choose automatic cluster configuration, the system will
assign default values for the cluster type. The IP addresses for
members 1 and 2 of each cluster, and the cluster aliases, will be
assigned in sequence starting with the base IPs which you enter.

Configurations where all clusters (except possibly the first and
last) are the same size can be automatically generated. Other
configurations must be manually entered.

Would you like to use automatic cluster configuration? [yes]: no

Enter the first node in cluster atlasDO [atlas0]: atlasO

Does node atlas0 have an External Network? [yes]: yes

Enter the External Network IP address for node atlasO []: 10.196.3.137
Enter the IP address for cluster alias atlasDO []: 16.196.1.137

Enter the Domain type for cluster atlasD0 [fs]: fs

Enter the first node in cluster atlasDl [atlas32]: atlas32
...etc...
Enter the Domain type for cluster atlasD31 [cs]: cs

Adding nodes to the database
Adding node atlasO

...etc...

Adding node atlasl1023

Populating the SC Monitor database tables
add Extreme switch: extremel/10.128.103.1
...etc...

add Extreme switch: extreme32/10.128.103.32
Configuring cfengine

Update /etc/hosts? [yes]: yes

Updating /etc/hosts...

Info - No SRA section in /etc/hosts file

CMF is a utility used to monitor and connect
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to the Console Network. It must be correctly configured
before the cluster setup can continue

Which host should run the CMF daemon (cmfd)? [atlasO0]: atlasO

Adding node atlasO to CMF table
...etc...
Adding node atlasl023 to CMF table

Finished updating nodes in CMF table
If the terminal servers have never been configured, cmf will fail.
Configure terminal servers? [yes]: yes

The CMF host is set as atlasO in the database, but is not responding
Attempting to restart CMF on this node

Restarting the CMF daemon, wait...ok
Checking we can talk to the daemon. ..ok
The CMF daemon was sucessfully restarted on atlasO

Each member has its own boot disk, which has an associated
clusterized UNIX device name; for example dsk7
An alternate boot disk may be configured -- this is optional.

Would you like to configure an alternate boot disk? [yes]: yes
If you USE an alternate boot disk, the swap space from the
alternate boot disk is added to the swap space from the
primary boot disk, thus doubling the available swap space.
Also, the tmp and local partitions on the alternate boot

disk are mounted on /tmpl and /locall respectively.

Would you like to use the alternate boot disk? [yes]: yes
Setting up primary boot disk

We need to know the SRM device name for the primary boot disk
If you know the SRM device name (eg dkalO) enter it now
otherwise accept the default

"probe" will probe a node at SRM for the device name

SRM device name for primary boot disk? [probe]: dka0
Settings for the primary boot disk:

UNIX device name dsk0
SRM device name dkao
swap partition size (%) 15
tmp partition size (%) 42
local partition size (%) 43

Are these settings correct? [yes]: yes

Setting up secondary boot disk
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We need to know the SRM device name for the secondary boot disk
If you know the SRM device name (eg dkalO0) enter it now
otherwise accept the default

"probe" will probe a node at SRM for the device name

SRM device name for secondary boot disk? [probe]: dkal00
Settings for the secondary boot disk:

UNIX device name dsk1l
SRM device name dkalo0
swap partition size (%) 15

tmp partition size (%) 42
local partition size (%) 43

Are these settings correct? [yes]: yes

Setting up Tru64 UNIX disk

We need to know the UNIX device name for the Tru64 UNIX disk
If you know the UNIX device name (eg dsk2) enter it now

otherwise accept the default

UNIX device name for the Tru64 UNIX disk? [dsk2]: dsk2
Settings for the Tru64 UNIX disk:

Id Description Value
[0 ] Image Role unix
[1 ] Image name first
[2 ] UNIX device name dsk2
[3 ] SRM device name #

[4 ] Disk Location (Identifier)

[5 ] root partition size (%) 10
[6 1 root partition a

[7 1 usr partition size (%) 35
[8 1 usr partition g

[9 ] var partition size (%) 35
[10 ] var partition h
[11 ] swap partition size (%) 20
[12 ] swap partition b

Are these settings correct? [yes]: yes

Setting up Cluster /, /usr & /var disk

sra setup

We need to know the UNIX device name for the Cluster /, /usr & /var disk

If you know the UNIX device name (eg dsk3) enter it now
otherwise accept the default

UNIX device name for the Cluster /, /usr & /var disk? [dsk3]: dsk3

Settings for the Cluster /, /usr & /var disk:
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Id Description Value

[0 ] Image Role cluster
[1 ] Image name first
[2 ] UNIX device name dsk3

[3 1 SRM device name #

[4 ] Disk Location (Identifier) IDENTIFIER=1
[5 1 root partition size (%) 5

[6 ] root partition b

[7 1 usr partition size (%) 50

[8 1 usr partition g

[9 ] var partition size (%) 45

[10 ] var partition h

Are these settings correct? [yes]: yes

Would you like to configure a backup cluster disk? [no]: yes
Setting up backup Cluster /, /usr & /var disk

We need to know the UNIX device name for the backup Cluster /, /usr & /var disk
If you know the UNIX device name (eg dsk5) enter it now
otherwise accept the default

UNIX device name for the backup Cluster /, /usr & /var disk? [dsk5]: dsk5
Settings for the backup Cluster /, /usr & /var disk:

Id Description Value

[0 ] Image Role cluster
[1 ] Image name second
[2 ] UNIX device name dsk5

[3 1 SRM device name #

[4 ] Disk Location (Identifier) IDENTIFIER=3
[5 1 root partition size (%) 5

[6 1 root partition b

[7 1 usr partition size (%) 50

[8 1 usr partition g

[9 ] var partition size (%) 45

[10 ] var partition h

Are these settings correct? [yes]: yes

Setting up Generic boot disk

We need to know the UNIX device name for the Generic boot disk
If you know the UNIX device name (eg dsk4) enter it now

otherwise accept the default

UNIX device name for the Generic boot disk? [dsk4]: dsk4
Settings for the Generic boot disk:
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Id Description Value

[0 ] Image Role gen boot

[1 ] Image name first

[2 ] UNIX device name dsk4

[3 1 SRM device name #

[4 ] Disk Location (Identifier) IDENTIFIER=2
[5 ] default or not #

[6 ] swap partition size (%) 30

[7 1 tmp partition size (%) 35

[8 1 local partition size (%) 35

Are these settings correct? [yes]: yes

We need to know the SRM device name for the Management LAN adapter
and the External LAN adapter.

If you know the SRM device name (eg eial) enter it now

otherwise accept the default

"probe" will probe a node at SRM for the device name

SRM device name for Management LAN adapter? [eial]: eial
Please enter the UNIX device name for the Management LAN adapter,
eg "eeO". Accept the default if you are not sure

UNIX device name for Management LAN adapter? [eeO]: ee0
Settings for the Management LAN adapter

UNIX device name eel
SRM device name eial

Are these settings correct? [yes]:

SRM device name for External LAN adapter? [eib0]: eib0

Please enter the UNIX device name for the External LAN adapter,
eg "eel". Accept the default if you are not sure

UNIX device name for External LAN adapter? [eel]: eel
Settings for the External LAN adapter

UNIX device name eel
SRM device name eib0

Are these settings correct? [yes]: yes

We will now do a hardware probe in order to collect
the hardware ethernet address of each node.
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Probe hardware? [yes]: yes

Nodes to probe [all]l: all

Initialize node hardware during probe? [yes]: yes
Log file is /var/sra/sra.logd/sra.log.0

Display not loaded

18:38:50 atlasl Phase: Initializing
...etc...

18:59:13 atlasl1023 status:success

* Summary * Success: atlas[1-1023]

All nodes were sucessfully probed

In order to add members to the cluster we need to
add nodes to the Remote Installation Services (RIS) database

Add nodes to the RIS database? [yes]: yes

Gateway for subnet 10 is 10.128.0.1

Setup RIS for host atlasl

Setting up tftp in inetd.conf...

JOIN Server Release 4.1.0b for Compaqg Tru64 UNIX

Copyright 1992-1998 Competitive Automation, Inc. All Rights Reserved.

DHCP daemon started
Setup RIS for host atlas2

Setup RIS for host atlasl023

In order for future Operating System upgrades to function correctly we need to
add domains to the Remote Installation Services (RIS) database.

Add domains to the RIS database? [yes]: yes
Gateway for subnet 10 is 10.128.0.1

Setup RIS for domain atlasDO

...etc...

Setup RIS for domain atlasD31

Enabling consolidated binary.errlog on rmshost

If you need to make any changes to the database
use "sra edit"

To complete the installation, run "sra install" to install
the cluster

The following crontab entry will rotate cmf logs every two weeks:
"20 0 16,2 * * /sbin/init.d/cmf rotate"
Add entry to root crontab? [yes]: yes

The following crontab entry will archive and backup the rms database at 2:05 every

day:
"5 2 % * * /usr/bin/rmsbackup"
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Add entry to root crontab? [yes]: yes

sra setup completed successfully.
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E.2 clu_create

One of the tasks performed by the sra clu_create commandisto runthe clu_create
command. Each timeyou run clu_create, it writeslog messagesto the file /cluster/
admin/clu_create. log. Example E-3 showsasample clu_create log file.

Example E-3 Sample clu_create Log File

T R R
clu create on 'atlas0' begin logging at Tue Nov 18 09:25:20 EST 2003

Cluster interconnect present

*%%x HError ***

This system has only Tru64 UNIX patches installed.

Please install the latest TruCluster Server patches on your system.

You can obtain the most recent patch kit from:
http://www.support . compag.com/patches/

* k% Info *k*

clu create: Using configuration file '/tmp/sra tmp.27624'.
Checking cluster name: atlasDO.

Checking cluster alias IP address: 16.21.24.64.

Checking the cluster root partition: dsk3b.

Checking the cluster usr partition: dsk3g.

Checking the cluster var partition: dsk3h.

Checking cluster member ID: 1.

Checking number of votes for this member: 1.

Checking the member boot disk: dskoO.

Checking virtual cluster interconnect device: icsO.
Checking virtual cluster interconnect IP name: atlas0-icsO.
Checking virtual cluster interconnect IP address: 10.0.1.1.
Checking physical cluster interconnect interface device name(s): mcO.
clu common: Cluster interconnect present

Creating required disk labels.
Creating disk label on member disk: dskoO.
Initializing cnx partition on member disk: dskOh.

Creating AdvFS domains:
Creating AdvFS domain 'rootl domain#root' on partition '/dev/disk/dskoOa'.
Creating AdvFS domain 'cluster root#froot' on partition '/dev/disk/dsk3b'.
Creating AdvFS domain 'cluster usr#usr' on partition '/dev/disk/dsk3g’'.
Creating AdvFS domain 'cluster var#var' on partition '/dev/disk/dsk3h'.

Populating clusterwide root, usr, and var file systems:
Copying root file system to 'cluster root#root'.

Copying usr file system to 'cluster usr#usr'.

Copying var file system to 'cluster var#var'.
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Creating Context Dependent Symbolic Links (CDSLs) for file systems:
Creating CDSLs in root file system.
Creating CDSLs in usr file system.
Creating CDSLs in var file system.
Creating links between clusterwide file systems.

Populating member's root file system.

Modifying configuration files required for cluster operation:
Creating /etc/fstab file.
Configuring cluster alias.
Updating member-specific /etc/inittab file with 'cms' entry.
Updating /etc/rc.config file.
Creating gated.conf file.
Updating /etc/sysconfigtab file.
clu create: type is mct!
Retrieving cluster root major and minor device numbers.
Creating cluster device file CDSLs.
Updating /.rhosts - adding hostname 'atlasDO'.
Updating /etc/hosts.equiv - adding hostname 'atlasDO'.
Updating /.rhosts - adding hostname 'atlas0O-icsO'.
Updating /etc/hosts.equiv - adding hostname 'atlas0-ics0'.
Configuring /.shosts file for: atlasDO
Updating /etc/ifaccess.conf - adding deny entry for 'eel'.
Updating /etc/ifaccess.conf - adding deny entry for 'eel'.
Updating /etc/ifaccess.conf - adding deny entry for 'slo'.
Updating /etc/ifaccess.conf - adding deny entry for 'tun0O'.
Updating /etc/ifaccess.conf - adding deny entry for 'tunl'.
Updating /etc/cfgmgr.auth - adding hostname 'atlasO'.
Finished updating memberl-specific area.

Building a kernel for this member.
Saving kernel build configuration.

The kernel will now be configured using the doconfig program.

* %k ok Warning * %k
File in /usr/sys/BINARY found as a file, expected symlink: GENERIC.mod.

* %k ok Warning * %k
File in /usr/sys/BINARY found as a file, expected symlink: GENERIC EXTRAS.mod.

*** KERNEL CONFIGURATION AND BUILD PROCEDURE ***
Saving /sys/conf/ATLASO as /sys/conf/ATLASO.bck
*** PERFORMING KERNEL BUILD ***

Working....Tue Nov 18 09:31:26 EST 2003

The new kernel is /sys/ATLASO/vmunix
Finished running the doconfig program.
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The kernel build was successful and the new kernel
has been copied to this member's boot disk.
Restoring kernel build configuration.

Updating console variables.
Setting console variable 'bootdef dev' to dskoO.
Setting console variable 'boot dev' to dskoO.
Setting console variable 'boot reset' to ON.
Saving console variables to non-volatile storage.

clu create: Cluster created successfully.

To run as a single member cluster, this system must be rebooted.
To reboot this system as a cluster member, do the following:
o shutdown -r now

clu create on 'Tue Nov 18 09:32:10 EST 2003' end logging at atlasO
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E.3 clu_add _member

One of the tasks performed by the sra add_member command is to run the
clu_add_member command. Each time you run clu_add_member, it writes |og messages
tothefile /cluster/admin/clu_add_member . log.

Example E—4 shows a sample clu_add_member log file.

Example E-4 Sample clu_add_member Log File

B S i
clu add member on 'atlasO' begin logging at Tue Nov 18 09:37:43 EST 2003

* k% Info * %k *k

clu add member: Using configuration file '/tmp/sra tmp.527123"'.
Checking member's hostname: atlasl.

Checking cluster member ID: 2.

Checking number of votes for this member: 0.

Checking the member boot disk: dskeé.

Checking virtual cluster interconnect device: icsO.

Checking virtual cluster interconnect IP name: atlasl-icsoO.

Checking virtual cluster interconnect IP address: 10.0.0.2.

Checking physical cluster interconnect interface device name(s): mcO.

Creating required disk labels.
Creating disk label on member disk: dské6.
Initializing cnx partition on member disk: dskéh.

Creating AdvFS domains:
Creating AdvFS domain 'rootl domain#root' on partition 'dskea'.

Creating cluster member-specific files:
Creating new member's root member-specific files.
Creating new member's usr member-specific files.
Creating new member's var member-specific files.
Creating new member's boot member-specific files.

Modifying configuration files required for new member operation:
Updating /etc/rc.config.
Updating /etc/sysconfigtab.
Updating member-specific /etc/inittab file with 'cms' entry.
Updating /.rhosts - adding hostname 'atlasl-icsO'.
Updating /etc/hosts.equiv - adding hostname 'atlasl-ics0'.
Updating /etc/cfgmgr.auth - adding hostname 'atlasl'.
Configuring cluster alias.
Configuring Network Time Protocol for new member.
Adding interface 'atlas0O-ics0' as an NTP peer to member 'atlasl'.
Adding interface 'atlasl-ics0' as an NTP peer to member 'atlasO'.

Configuring automatic subset configuration and kernel build.
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clu add member: Initial member 2 configuration completed successfully.
From the newly added member's console, perform the following steps to
complete the newly added member's configuration:

1. Set the console variable 'boot osflags' to 'A'.
2. Identify the console name of the newly added member's boots device:

>>>show device

The newly added member's boot device has the following properties:

Manufacturer: DEC

Model: HSG80

Target: IDENTIFIER=14

Lun: UNKNOWN

Serial Number: SCSI-WWID:01000010:6000-1fel-000d-6480-0009-0440-4188-00ef

Note: The SCSI bus number may differ when viewed from different members.

3. Boot the newly added member using genvmunix:
>>>boot -file genvmunix <new-member-boot-devices>

During this initial boot the newly added member will:

o Configure each installed subset.

o Attempt to build and install a new kernel. If the system cannot
build a kernel, it starts a shell where you can attempt to build
a kernel manually. If the build succeeds, copy the new kernel to

/vmunix. When you are finished, exit the shell using "D or 'exit'.
Y g

o The newly added member will attempt to set boot related console
variables and continue to boot to multi-user mode.

o After the newly added member boots, you should setup your system
default network interface using the appropriate system management
command .

clu add member on 'Tue Nov 18 09:40:48 EST 2003' end logging at atlasO
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E.4 clu_quorum

Example E-5 shows sample output from the clu_quorum command for afive-node cluster.
This example shows the output generated by running clu_quorum immediately after adding
votes (see Section 8.3.2 on page 8-4) but before booting the updated nodes.

* TheRunning Value of cluster_expected_votes for updated nodesis 3.

e TheRunning Value of cluster_expected_votes for the remaining nodesis 1.
After booting the nodes, the Running Value of cluster_expected_votes is 3 for dl
nodes.

Example E-5 Sample clu_quorum Output

atlas0 # clu quorum
Cluster Quorum Data for: atlasDO as of Fri Nov 21 11:04:52 EST 2003

Cluster Common Quorum Data
Quorum disk: Not Configured

File: /etc/sysconfigtab.cluster
Attribute File Value
expected votes 3

Member 1 Quorum Data

Host name: atlasO Status: Uup
File: /cluster/members/memberl/boot partition/etc/sysconfigtab
Attribute Running Value File vValue

current votes 3 N/A

quorum votes 2 N/A

expected votes 3 3

node votes 1 1

gdisk votes 0 0

gdisk major 0 0

gdisk minor 0 0

Member 2 Quorum Data

Host name: atlasl Status: UP
File: /cluster/members/member2/boot partition/etc/sysconfigtab
Attribute Running Value File Value

current votes 3 N/A

quorum votes 2 N/A

expected votes 3 3

node votes 1 1

gdisk votes 0 0

gdisk major 0 0

gdisk minor 0 0
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Member 3 Quorum Data

Host name: atlas2 Status:
File: /cluster/members/member3/boot partition/etc/sysconfigtab
Attribute Running Value File Value
current votes 3 N/A
quorum votes 2 N/A
expected votes 3 3
node votes 1 1
gdisk votes 0 0
gdisk major 0 0
gdisk minor 0 0
Member 4 Quorum Data

Host name: atlas3 Status:
File: /cluster/members/member4 /boot partition/etc/sysconfigtab
Attribute Running Value File Value
current votes 3 N/A
quorum votes 2 N/A
expected votes 3 3
node votes 0 0
gdisk votes 0 0
gdisk major 0 0
gdisk minor 0 0

<with similar output for each additional members
atlasO #
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upgrade_check

Table E—1 summarizes the output from sample tests run using the upgrade_check

command.

Table E-1 Upgrade Check Output

Test Name

Description

Solution

preinst._accounting.in_place

pre-
inst.adapter_mode.cant.get.
srm_name

pre-
inst.adapter_mode.bad_adapt
er_mode

preinst.advfs_domain.root
_domain

preinst.advfs_domain.unix
_disk

The SC domains listed under
Additional Information that
have HP AlphaServer SC
-specific UNIX accounting in
place.

Could not get the srm name of
the generic management
adapter from the sc_networks
table of the database.

The SC domains listed under
Additional Information have
the mode for their management
adapter set to a value other
then FastFD. If anode was
down or consvar returned an
error, then the test could not be
performed and the node is
marked with ? (for example,
atlasl?)

The SC domains listed under
Additional Information do not
have an advfs root_domain
domain defined for the UNIX
disk.

The SC domains listed under
Additional Information have
advfs domains referencing the
UNIX disk. If adomainis
down, thetest could not be per-
formed and its entry is marked
with a? (for example,
atlasD1?)

Follow the instructions for
removing HP AlphaServer SC-
specific UNIX Accounting in
Chapter 21 of the HP AlphaSer-
ver SC Administration Guide.

Usethesra edit command to
update the database.

Check the adapter modes use
scrun -n all consvar -g
(srm_name)_mode where
srm_name isthe SRM name of
the management adapter (for
example, eia0).

Without this advfs domain, you
will not be able to perform the
pre-upgrade backup. You may
proceed at your own risk, or
follow the instructionsin the
Tru64 UNIX Installation Guide
for building a UNIX disk.

Replace thelink in Zetc/
fdmns/*_domain with alink
to the member'sbootdef _dev.
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Table E-1 Upgrade Check Output

Test Name

Description

Solution

preinst._advfs_domain.usr
_domain

preinst.advfs_domain.var
_domain

preinst.clu_upgrade.error

preinst._cluvote.expected
_file_mismatch

preinst._cluvote.expected
_running_mismatch

preinst._cluvote.not_run

The SC domains listed under
Additional Information do not
have an advfsusr_domain
domain defined for the UNIX
disk.

The SC domains listed under
Additional Information do not
have an advfsvar_domain
domain defined for the UNIX
disk.

Running clu_upgrade
check setup onthe SC
domains listed under Addi-
tional Information produced
errors. If adomain was not
available, the test could not be
run and its entry is marked
with a? (for example,
atlasD1?)

The expected votes (file value)
is not equal to the sum of

each member's node votes (file
value) for the SC nodes listed
under Additional Information.

The expected votes (running
value) is not equal to the sum
of each member's node votes
(running value) for the SC
nodes listed under Additional
Information.

The SC domains listed under
Additional Information were
unavailable, or the
clu_quorum command could
not be run when checking for
cluster member voting rights.

Without this advfs domain, you
will not be able to perform the
pre-upgrade backup. You may
proceed at your own risk, or
follow the instructionsin the
Tru64 UNIX Installation Guide
for building a UNIX disk.

Without this advfs domain, you
will not be able to perform the
pre-upgrade backup. You may
proceed at your own risk, or
follow the instructionsin the
Tru64 UNIX Installation Guide
for building a UNIX disk.

Run clu_upgrade check
setup manually to determine
the cause of the errors.

Use clu_quorum to reset the
members voting rights, or the
cluster's expected votes.

Useclu_quorum to reset the
members voting rights, or the
cluster's expected votes.

Bring the cluster up or remove it
from the HP AlphaServer SC
system. If the cluster was already
up, then run the clu_quorum
command to determine the cause
of the error.
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Test Name

Description

Solution

preinst._cluvote.no_vote

preinst.cluvote.node_vote
_mismatch

preinst.cluvote.total
_file_mismatch

preinst._cluvote.total
_running_mismatch

preinst.database.not_setup

preinst._dbrev.incompatible

preinst.dir.not_directory

The SC domains listed under
Additional Information have
lead nodes without voting
rights.

The SC nodes listed under
Additional Information have a
different vote value at runtime
(running value) than that dis-
playedin Zetc/sysconfig-
tab (file value).

The total node votes (file
value) for the SC domains
listed under Additional Infor-
mation is different than the
cluster common expected
votes value.

The total node votes (running
value) for the SC domains
listed under Additional Infor-
mation is different than the
cluster common expected
votes value.

The database is not set up on
the SC (lead) nodes listed
under Additional Information.
If anodeis not available, its
entry is marked with a ? (for
example, atlasD1?)

The upgrade isincompatible
with the current database
version.

On the SC domains listed
under Additional Information,
thelisted file should be adirec-
tory, but it isnot. If adomain
was down, then the test could
not berun anditsentry is
marked with a ? (for example,
atlasD1?)

Use clu_quorum to reset the
vating rights of the lead nodes.

Useclu_quorum to reset the
members voting rights, or the
cluster's expected votes.

Useclu_quorum to reset the
members voting rights, or the
cluster's expected votes.

Use clu_quorum to reset the
members voting rights, or the
cluster's expected votes.

Ensure that the HP AlphaServer
SC database is set up and
rmshost is set correctly.

Return the database to the ver-
sion originaly installed with
your HP AlphaServer SC system.

If the file does not exist, then
createit using mkdir. If alink
existsin its place, then remove
the link and copy the directory it
pointsto.
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Test Name

Description

Solution

preinst.disk_space.fs
_capacity

preinst._domain
_members.unavailable

preinst.evm.evm_errors

preinst._ext_adapter.bad
_ext_adapter

preinst._file_system.pfs_mod
_loaded

preinst._file_system.pfs
_online

The SC domains listed under
Additional Information have
important file systems over
50% full. If adomain is down,
thetest could not be performed
and itsentry ismarked witha?
(for example, atlasD17?)

The SC nodes listed under
Additional Information are not
in multi-user mode.

Thereareerrorsin EVM onthe
SC domains listed under Addi-
tional Information. If adomain
is down, the test could not be
performed and itsentry is
marked with a ? (for example,
atlasD1?)

The SC nodes listed under
Additional Information have
external network adapters that
are not correctly described in
the SC database. If anodeis
not available, itsentry is
marked with a ? (for example,
atlasl?)

The SC nodes listed under
Additional Information have
the pfs . mod module config-
ured into the kernel. If anode
is down, the test could not be
performed and itsentry is
marked with a ? (for example,
atlasl?)

The PFSfile systems listed
under Additional Information
are online.

If you are sure there is enough
space, perform the upgrade, then
run sc_upgrade with the
-diskcap optionto overridethe
50% limit. Otherwise, remove
unimportant files from the
indicated file systems.

Bring the nodes to multi-user
state with sra boot or delete
them from their domains with
sra delete_member.

Run the command:

evmget -A -f "[name
*.evm] & [age < 5m]*
on the domains and look for
errors.

Usethesra edit command to
update the database to reflect
these network adapters.

Unload the kernel module on all
nodes using the command:
scrun -n all /sbin/
sysconfig -u pfs

Use the command:

pfsmgr offline all

to set the file systems in the
offline state. Then use the com-
mand: scrun -n all
/sbin/sysconfig -u pfs
to unload the kernel module on
al nodes.
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Test Name

Description

Solution

preinst._file_system.scfs
_online

preinst._generic_boot
_disk.used

preinst._general .scrun_error

The SCFSfile systems listed
under Additional Information
areonline.

The SC domains listed under
Additional Information have
advfsfile domains that use the
generic boot disk. If adomain
was unavailable, the test could
not be performed and its entry
is marked with a? (for exam-
ple, atlasD1?)

There was a problem running
scrun. The current test could
not be run.

Set thefile systemsin the offline
state using the command:
scfsmgr offline all

Remove the generic boot disk
from any advfs domains.

Correct the problem with scrun
and run this program again.

Example Installation Output E-31



upgrade_check

E-32
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Test Name

Description

Solution

preinst.inetd.atypical

The SC domains listed under
Additional Information have
changed one or more of the
typical entriesin /etc/
inetd.conf (ftp, telnet,
shell, login, exec, cfgmgr, and
only on the management
server: tftp).

Replace the modified
/etc/inetd.conf with the
origina or replace the appropri-
ate entry with one of the follow-

ing:

ftp stream tcp nowait
root /usr/sbin/ftpd
ftpd

telnet stream tcp
nowait root /usr/sbin/
telnetd telnetd

shell stream tcp nowait
root /usr/sbin/rshd
rshd

login stream tcp nowait
root /usr/sbin/rlogind
rlogind

exec stream tcp nowait
root /usr/sbin/rexecd
rexecd

cfgmgr stream tcp
nowait root /sbin/cfg-
mgr cfgmgr

tftp dgram udp wait
root /usr/sbin/tftpd
tftpd /tmp /var/adm/ris
/ris
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Test Name

Description

Solution

preinst.inetd.missing

preinst.inetd.notrun

The SC domains listed under
Additional Information are
missing one or more of the
typical entriesin Zetc/
inetd.conf (ftp, telnet,
shell, login, exec, cfgmgr, and
only on the management
server: tftp).

Thetest for typical entriesin
/etc/inetd. conf couldnot
be run on the SC domains
listed under Additional Infor-
mation.

Replace the modified
/etc/inetd.conf with the
original or add one of the follow-
ing as appropriate:

ftp stream tcp nowait
root /usr/sbin/ftpd
ftpd

telnet stream tcp
nowait root /usr/sbin/
telnetd telnetd

shell stream tcp nowait
root /usr/sbin/rshd
rshd

login stream tcp nowait
root /usr/sbin/rlogind
rlogind

exec stream tcp nowait
root /usr/sbin/rexecd
rexecd

cfgmgr stream tcp
nowait root /sbin/cfg-
mgr cfgmgr

tftp dgram udp wait
root /usr/sbin/tftpd
tftpd /tmp /var/adm/ris
/ris

Bring the domains back online
and run this program again.
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Test Name

Description

Solution

preinst._license.advfs
-utilities

preinst._mac_addr.bad_mac
_addr

preinst.osrev.wrong_rev

preinst.ris.not_installed

The lead node of each of the
SC domains listed under Addi-
tional Information did not have
the ADVFS-UTILITIES
license installed. If the lead
node of adomain is down, the
test could not be performed
anditsentry ismarked witha?
(for example, atlasD1?).

The SC nodes listed under
Additional Information are
missing from Zetc/
bootptab, or have MAC
addresses that are different
from what hwmgr returned, or
the MAC address from Zetc/
bootptab does not agree
with the address in the
sc_nodes table of the data-
base. If a node was down or
hwmgr returned an error, then
thetest could not be performed
and the node is marked with a
? (for example, atlasl?).

The SC domains listed under
Additional Information are
running a version of the oper-
ating system that is not com-
patible with the upgrade. If a
domain was not available or
the uname command produced
an error, then the test could not
be performed and itsentry is
marked with a ? (for example,
atlasD1?).

No RIS server detected on the
management server.

Install the ADVFS-UTILITIES
on the listed domains.

Check the actual MAC addresses
using hwmgr and update /etc/
bootptab to have the correct
values. Check the database using
the command: rmsquery
select name, mac from
sc_nodes.

Bring the domains to the recom-
mended operating system level
before upgrading

HP AlphaServer SC.

If you have not installed RIS
elsewhere, then install it on the
management server.
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Test Name

Description

Solution

preinst._rc.config_CLUA_
PASSIVE.set

preinst.rc.config_
CLUAMGR_ROUTE_ARGS.set

preinst.rc.config
_GATED_FLAGS.set

The SC nodes listed under
Additional Information have
the CLUA_PASSIVE variable
setintheir rc.config file.
This setting may conflict with
the setting required by the
V2.6 network routing. Please
remove this setting before per-
forming the upgrade. If anode
was down or consvar
returned an error, then the test
could not be performed and the
node is marked with a? (for
example, atlasl?).

The SC nodes listed under
Additional Information have
the CLUAMGR_ROUTE_ARGS
variable set in their rc.con-
Fig file. This setting may con-
flict with the setting required
by the V2.6 network routing.
Please remove this setting
before performing the upgrade.
If anode was down or cons-
var returned an error, then the
test could not be performed
and the node is marked with a
? (for example, atlasl?).

The SC nodes listed under
Additional Information have
the GATED_FLAGS variable set
intheir rc.config file. This
setting may conflict with the
setting required by the V2.6
network routing. Please
remove this setting before per-
forming the upgrade. If anode
was down or consvar
returned an error, then the test
could not be performed and the
node is marked with a? (for
example, atlasl?).

Usethercmgr delete
command to unset the variable.

Usethercmgr delete
command to unset the variable.

Usethercmgr delete
command to unset the variable.
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Test Name

Description

Solution

preinst.rc.config_GATED.set

preinst.ris.not_installed

preinst.ris_rsh.bad_number

The SC nodes listed under
Additional Information have
the GATED variable set in their
rc.config file Thissetting
may conflict with the setting
required by the V2.6 network
routing. Please remove this set-
ting before performing the
upgrade. If anodewas down or
consvar returned an error,
then the test could not be per-
formed and the node is marked
with a? (for example, atlasl?).

No RIS server detected on the
management server.

The SC nodes listed under
Additional Information must
update /etc/sysconfig-
tab before performing the
upgrade. If anodeisdown, the
test could not be run and its
entry is marked with a? (for
example, atlasl?).

Usethercmgr delete
command to unset the variable.

If you have not installed RIS
elsewhere, then install it on the
management server.

Update the sysconfigtab file
on the management server and
lead nodes of each domain asfol-
lows:

1. Create atemp file (for exam-
ple, /7tmp/risfix) with the
following entries:
inet:
tcp_sendspace
tcp_recvspace

= 61440

= 61440
2. Run the command:
sysconfigdb -m -f /tmp/
risfix

3. Run the command:
sysconfig -r inet
tcp_sendspace=61440

4. Run the command:
sysconfig -r inet
tcp_recvspace=61440

5. Reboot.
Repeat these steps on the

management server and all lead
nodes.
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Test Name

Description

Solution

preinst._routes.no_default

preinst.sia.grep_error

preinst_sia.incorrect_file

preinst._sia.in_inventory

preinst._superuser.bad_shell

preinst.superuser.password
_different

The SC nodes listed under
Additional Information do not
haveacorrect /etc/routes.
Only nodes with external inter-
faces should have a default
route. All other nodes should
have an empty routesfile. If a
node was unavailable, the test
could not be performed and its
entry is marked with a? (for
example, atlasl?)

When checking /var/adm/
cdsl_admin.inv for Zetc/
sia, either the domain was
down, or an error occurred
with grep (most likely, thefile
was missing).

Thefile /etc/sia wasfound
to be alink, or it was not
found.

An entry was found for /etc/
siain/var/adm/
cdsl_admin.inv.

The SC domains listed under
Additional Information have a
default root shell other then
/bin/sh. The upgrade and
backup tools require a default
shell of /bin/sh.

Note: /bin/ksh may work
but thisis not guaranteed.

The root password for some
domains may differ from oth-
ers as the encrypted passwords
are different. This can occur if
passwords are actually differ-
ent or if they have been set
individually on each domain
rather than sharing/replicating
password files for all domains.

If the nodes require a default
route, add a default route by run-
ning the following command for
the appropriate nodes:

sra command -node
"atlas[2-31]" -command
/usr/sra/bin/SetDe-
faultRoute -m 1

(substitute the listed nodes for
atlas[2-31])

Boot the domain(s), if necessary,
and check that the file /var/
adm/cdsl_admin. inv exists.
If not, check thelog for the exact
error that grep is returning.
After you have corrected the
problem, run this program again.

Replace /etc/sia with aplain
file.

Removethe Zetc/siaentryin
/var/adm/cdsl_admin.inv.

Set the root default shell in the
/etc/passwd file on each of
the listed domainsto /bin/sh.
This can be done either by using
NIS or by editing the Zetc/
passwd file.

Check the root password on one
domain in each set. If the sets
have different root passwords,
change the password on the
appropriate domains (using NIS
or by copying the Zetc/
passwd file) so that all domains
arein agreement.
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Table E-1 Upgrade Check Output

Test Name

Description

Solution

preinst._superuser.password

_notrun

preinst._unix_disk.bad_disk

The test for root passwords
could not be run on the listed
domains.

The SC domains listed under
Additional Information may
not have a UNIX disk, or the
disk may not havea/vmunix.
If adomain was unavailable or
if there were problems during
test execution, then the test
could not be performed and its
entry will be marked witha?
(for example, atlasD1?).

Boot the domains and run this
program again.

Check that the UNIX disk is
available so that the system can
boot from it.
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Test Name

Description Solution

preinst._unix_disk.explana-
tion

During upgrade, it is very
important toinitially perform a
backup. The selection of a
backup device on adomainis
straightforward - it would usu-
ally be the device with IDEN-
TIF1ER=3 because thiswould
have been the disk created spe-
cifically for therole of cluster
backup as described in Chapter
3 of thisguide. But, it can be
any disk that you choose.

Test 20 isaimed to highlight
the possibility that you might
encounter problems identify-
ing this backup device once
you are booted from the UNIX
disk to do arestore.

The test mounts the root parti-
tion of the UNIX disk and
reviews the /dev/disk con-
tents. It compares thiswith the
hwmgr -v d command out-
put from the lead member of
the cluster. If thereisamis-
match, then the test failsindi-
cating that thereisa disk
displayed, which statesthat the
cluster which was not visible/
probed the previous time, was
booted from the UNIX disk.

While the new disk will
become visible when you next
boot/probe from the UNIX
disk, it'simportant to under-
stand that the UNIX special
device assigned to the new
disk during that probe might be
different from when the full
domain probed it.
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Test Name

Description

Solution

If the new disk in question is
being used as the backup
device, then the parameter of
the restore command will
possibly be different to the
parameter for the backup
command even though they
identify the same spindle.

During the lifetime of a
domain, it isnormal for alead
member of adomain to receive
new SCSI disks from those on
the lead member when the
domain was created (whileit
had been booted from the
UNIX disk). As such, the test
isbasic. However, it does serve
itspurposeand it highlightsthe
fact that when you attempt a
domain restore procedure, you
may have to perform some
research to determine the spe-
cial device name of the disk
containing the domain backup
files.

Thefact that thetest failsis not
catastrophic; it meansthat if
you need to restore, then you
need to be careful. For exam-
ple, if you know that you made
your backups on dsk55, then
you know that thiswas a cer-
tain bus/target/lun combina-
tion. Later, when you boot
from UNI X, the same disk
might be known by a different
special device, and you should
check your disk selection by
looking for the matching bus/
target/lun combination in the
hwmgr -v d output when
booted from the UNIX disk.
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Description

Solution

preinst.unix_disk.mounted

preinst._unix_disk.no
__comparison_made

preinst._unix_disk.not
_unmounted

preinst._unix_disk.not
_in_hwmgr

preinst._unix_disk.not_on
_unixdisk

preinst.volumes.multiple

preinst.volumes.unavailable

preinst._webes.installed

The SC domains listed under
Additional Information have
mounted
root_domain#root.

Unable to compare the disks
known to hwmgr to those
listed in the devices/disk
directory for the SC domains
listed under Additional Infor-
mation.

Unable to unmount
root_domain#root onthe
SC domains listed under Addi-
tional Information.

The SC domains listed under
Additional Information have
disksthat arelisted in
devices/disk onthe
unix_disk, butwhicharenot
known to hwmgr.

The SC domains listed under
Additional Information have
disks known to hwmgr, but
they do not appear in the
devices/disk directory on
theunix_disk.

Thelisted advfs domains on
the named SC domain listed
under Additional Information-
are composed of multiple vol-
umes. After the upgrade, the
advfs domain will have only
one volume defined.

The SC domains listed under
Additional Information were
unavailable when checking for
multiple volumes in the advfs
domains.

The SC domains listed under
Additional Information have
the indicated WEBES subsets
installed.

Unmount root_domain#root
on the indicated domains.

This usually means that the
domains were unavailable.
Reboot the domains and run this
script again.

Unmount root_domain#root
on the indicated domains.

See Chapter 11: Troubleshooting
of this guide for information on
correcting this problem.

See Chapter 11: Troubleshooting
of this guide for information on
correcting this problem.

Recreate the missing symbolic
link(s) after the upgrade.

Reboot the domains and run this
program again.

Usesetld -d toremovethe
required subset from the node(s).

Example Installation Output

E-41



upgrade_check

E-42

Table E-1 Upgrade Check Output

Test Name

Description

Solution

preinst_.wwl_support.subsets

_installed

The SC nodes listed under
Additional Information have
World Wide Language (WWL)
Support subsetsinstalled. If a
node was down or consvar
returned an error, then the test
could not be performed and the
node is marked with ? (for
example, atlasl?).

Usethesetld -i | grep
10S | grep -v “not
installed” command to
obtain alist of the WWL Support
subsets installed on each node
and then usethe setld -d
command to remove them. They
can be reinstalled after the
upgrade. Remember to install
any WWL patches after the sub-
sets have been reinstalled.
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Cluster-Related Messages in System Log Files

The following sections show excerpts from system log filesin the
/var/adm/syslog.dated/date directories.

*  Startup Messages After Creating a Domain (see Section F.1 on page F2)
*  Startup Messages After Adding a Domain Member (see Section F.2 on page F9)

These messages track normal cluster startup operations; therefore, in addition to providing
some level of assurance that cluster formation and recovery operations are proceeding in an
orderly fashion, they also provide a starting point for troubleshooting cluster-related
problems.
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F.1 Startup Messages After Creating a Domain

F-2

Example F-1 shows a transcript of a portion of the startup messages displayed during a

reboot of thefirst cluster member system after running sra install -node atlasO. This

information is also sent to /var/adm/syslog.dated/date/kern. log.

Example F-1 Startup Messages After Creating a Domain

18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
2003

18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003

09:
09:
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09:
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09:
09:
09:
09:
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09:
09:
09:
09:
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09:
09:
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09:
09:
09:
09:
09:
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09:
09:
09:
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09:
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09:
09:
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34:
134
:34
:34
134
:34
:34
134
:34
:34
134
:36
:36
:36
:36
:36
:36
:36
:36
:40
:40
:40
:40
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143
144
144

34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34

34
34
34
34
34
34
34
34
34
34
34
34
34
34
34

00-02-A5-6B-28-7C
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144
144
144
:45
:45
:45
:45
:45
:45
:45
:45
:45
:45
:45
:45

resetting all I/O buses

(boot dka0.0.0.2.1 -flags A)

block 0 of dka0.0.0.2.1 is a valid boot block
reading 19 blocks from dka0.0.0.2.1

bootstrap code read in

base = 200000, image start =
initializing HWRPB at 2000
initializing page table at 3f££56000
initializing machine state

setting affinity to the primary CPU
jumping to bootstrap code

0, image bytes = 2600(9728)

UNIX boot - Wednesday October 16, 2002

Loading vmunix ...
Loading at Oxfffff£c0000230000

Sizes:

text = 9418368

data = 2387520

bss = 2564224

Starting at Oxfffffc00002439c0

Loading vmunix symbol table [2319928 bytes]

Memory trolling not supported, cpu Major id 13, Minor id 3
Alpha boot: available memory from 0x38d4000 to 0xffff4000
Compaqg Tru64 UNIX V5.1B

physical memory = 4096.00 megabytes.

available memory = 3968.10 megabytes.

using 15658 buffers containing 122.32 megabytes of memory
Master cpu at slot 0

Starting secondary cpu 1

Starting secondary cpu 2

Starting secondary cpu 3

Firmware revision: 6.4-17

PALcode: UNIX version 1.91-104

AlphaServer ES40

pcil (primary bus:1) at nexus

pci2 (primary bus:1 subordinate bus:2) at pcil slot 1

ee0 at pci2 slot 4

ee0: COMPAQ Intel 82558 (10/100 Mbps) Ethernet Interface
eel0: Driver Rev = V1.0.23, Chip Rev = 5, hardware address:
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18/Nov/2003 09:34
18/Nov/2003 09:34
00-02-A5-6B-28-7D

18/Nov/2003 09:34:
146
147
:47
149
:49
:49

18/Nov/2003 09:34
18/Nov/2003 09:34
18/Nov/2003 09:34
18/Nov/2003 09:34
18/Nov/2003 09:34
18/Nov/2003 09:34

:45
:45
:45

46

1000-0000-c922-39c4

18/Nov/2003 09:34:
18/Nov/2003 09:34:
18/Nov/2003 09:34:
18/Nov/2003 09:34:

49
50
50
50

1000-0000-c923-e69c

18/Nov/2003 09:34
18/Nov/2003 09:34
18/Nov/2003 09:34
18/Nov/2003 09:34

18/Nov/2003 09:34
18/Nov/2003 09:34
18/Nov/2003 09:34

:50
:50
:51
:51
18/Nov/2003 09:34:
:51
:51
:56
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
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18/Nov/2003 09:35:
18/Nov/2003 09:35:
18/Nov/2003 09:35:
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18/Nov/2003 09:35:

51

05
05
05
05
05
05
05
05
05
05
05
07
07
07
07
07
07
07
07
08
08
08
08
08
08
08
08
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eel at pci2 slot 5
eel: COMPAQ Intel 82558 (10/100 Mbps) Ethernet Interface
eel: Driver Rev = V1.0.23, Chip Rev = 5, hardware address:

itpsa0 at pcil slot 2

IntraServer ROM Version V2.0 (c)1998

eel0: Autonegotiated, 100 Mbps full duplex

eel: Autonegotiated, 100 Mbps full duplex

scsi0 at itpsal slot 0 rad O

emx0 at pcil slot 3

KGPSA-CA : Driver Rev 2.10 : F/W Rev 3.8124(2.01A0) : wwn

emx0: Using console topology setting of : Fabric

scsil at emx0 slot 0 rad O

emx2 at pcil slot 4

KGPSA-CA : Driver Rev 2.10 : F/W Rev 3.81A4(2.01A0) : wwn

emx2: Using console topology setting of : Fabric
scsi2 at emx2 slot 0 rad 0O

pci0 (primary bus:0) at nexus

elanO: Device revision = 1 (Rev B)
elan0: QSW Elan3 PCI Network Adaptor
elan0: Serial Number - 380

elan0: memory bank 0 is 32768K

elan0: memory bank 1 is 32768K

elan30 at pci0 slot 3

isa0 at pciO

gpcO at isao

gpcl not probed

ace0 at isa0

acel at isa0

jtag0 at isal

fdi0 at isal

£fd0 at £di0 unit O

ata0 at pciO slot 15

ata0: ACER M1543C

scsi3 at ataO slot 0 rad O

scsi4 at atal slot 1 rad O

usb0 at pciO slot 19

Created FRU table binary error log packet
kernel console: ace0

dli: configured

NetRAIN configured.

Random number generator configured.
ATM Subsystem configured with 4 restart threads
ATMUNI: configured

ATMSIG: 3.x (module=uni3x) configured
IIMI: 3.x (module=ilmi) configured
ATM IP: configured

ATM LANE: configured.

ATM IFMP: configured

elan0: nodeid=128 level=5 numnodes=512
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18/Nov/2003
11/16/03 01
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
checksums

18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
removals)

18/Nov/2003
18/Nov/2003
18/Nov/2003

09:
:44
09:
09:
09:
09:
09:
09:

09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:

09:
09:
09:

35:

35:
35:
35:
35:
35:
35:

35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:

35:
35:
35:

08

08
08
08
08
08
08

08
08
08
08
08
08
08
08
08
08
08
09
09
09
19
19
19

19
19
19

added to the cluster

18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
ox1

18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003

09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:

09:
09:
09:
09:
09:
09:
09:

35:
35:
35:
35:
35:
:20
:20
:20
:20
:20
:20
:20
:21

35
35
35
35
35
35
35
35

35
35

35:
122
122
123
123

35
35
35
35

19
19
19
19
19

:21
122

22

TruCluster Server V5.1-SC-V2.6-BL5-3320-EAGLE (Rev. 13320);

elan0: waiting for network position to be found

elan0: nodeid=128 level=3 numnodes=128

elan0: Online [0]

elan0: Nodeset [0]

elan0: network position found at nodeid 0

eip: checksums disabled - all other nodes must also disable

eip: Elan IP initialized

TNC kproc creator daemon: Initialized and Ready

clubase: configured

icsnet: configured

drd configured 0

kch: configured

dlm: configured

Starting CFS daemons

Registering CFS Services

Initializing CFSREC ICS Service

Registering CFSMSFS remote syscall interface

Registering CMS Services

ep enable cluster protocols: no longer implemented

ics elan: seticsinfo: [elan node 0] <=> [ics node 1]

CNX MGR: Cluster atlasDO incarnation 0x8ae4 has been formed
CNX MGR: Founding node id is 1 csid is 0x10001

CNX MGR: membership configuration index: 1 (1 additions, 0

CNX MGR: quorum (re)gained,
Joining versw kch set.
CNX MGR: Node atlas0 1 incarn 0x8ae4 csid 0x10001 has been

(re)starting cluster operations.

dlm: resuming lock activity

kch: resuming activity

clsm: checking for peer configurations
clsm: initialized

Waiting for cluster mount to complete
scsiO: SCSI Bus was reset

cam logger: SCSI event packet

cam logger: bus 0

itpsa SCSI HBA

SCSI Bus was reset

elan0: Online Ack from [1-3]

SCFS: SCFS/Elan Services Initialised on node 0(0x0) railmask
vm_swap init: swap is set to eager allocation mode

CMS: Joining deferred filesystem sets

Checking device naming:

Checking local filesystems

Mounting / (root)

user cfg pt: reconfigured

root_mounted rw: reconfigured
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18/Nov/2003
filesystem)
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
started
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
atlasDO0.m4
18/Nov/2003
atlasDO.cf

09:

09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:

09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:

09:

35

35
35
35
35
35
35
35
35
35
35
35
35
35
35
35

35

35:

35
35
35
35
35
35
35
35
35
35
35
35

35

18/Nov/2003 09:35
sendmail /sendmail
18/Nov/2003 09:35
sendmail/atlasD0.m4.cluster.sav

18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003

09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:

35
35
35
35
35
35
35
35
35
35
36
36
36
36

123

123
:23
:23
126
127
:27
:28
:28
:28
:28
:28
:28
:29
:29
:29

:29
29
:29
:30
:30
:30
:31
:31
:33
:33
:34
:35
:35
:35

:35

:35
.ct
:35

:36
:37
:38
:38
:38
:38
:38
:38
:38
:50
:37
137
142
142
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Mounting /cluster/members/memberl/boot partition (boot

user cfg pt: reconfigured

root_mounted rw: reconfigured

Device Naming: first boot initialization .

elanO0: Online Ack from [4-15]

ptm

user cfg pt: reconfigured

Mounting local filesystems

exec: /sbin/mount advfs -F 0x14000 cluster root#root /
cluster root#root on / type advis (rw)

exec: /sbin/mount advfs -F 0x4000 cluster usr#usr /usr
cluster usr#usr on /usr type advfs (rw)

exec: /sbin/mount advfs -F 0x4000 cluster var#var /var
cluster varf#var on /var type advfs (rw)

/proc on /proc type procfs (rw)

Nov 18 09:35:27 esmd: Essential Services Monitor daemon

Subsystem hwautoconfig was successfully configured.
Subsystem shmem was successfully configured.
Subsystem pfs was successfully configured.
Environmental Monitoring Subsystem Configured.
Subsystem envmon was successfully configured.

Nov 18 09:35:28 update: started

Checking for Installation Tasks...

Executing Installation Tasks...

Clusterizing NIS server configuration

Clusterizing mail...

Removing /var/adm/sendmail /Makefile.cf.atlasO

Renaming /var/adm/sendmail/atlas0.m4 to /var/adm/sendmail/
Renaming /var/adm/sendmail/atlasO.cf to /var/adm/sendmail/
Saving original /var/adm/sendmail/sendmail.cf as /var/adm/
.cluster.sav

Saving original /var/adm/sendmail/atlasD0.m4 as /var/adm/

Changes to mail configuration complete
set boot reset = off

**% KERNEL CONFIGURATION AND BUILD PROCEDURE ***
Saving /sys/conf/GENERIC as /sys/conf/GENERIC.bck
*%*%* PERFORMING KERNEL BUILD ***

Working....Tue Nov 18 09:35:47 EST 2003
The new kernel is /sys/GENERIC/vmunix

Primary Boot Disk: dskO
Alternate Boot Disk: dskl
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18/Nov/2003 09:36:46 Using /var/adm/sc.binary.errlog as the common log Replacing
existing /etc/binlog.conf entries ... Removing existing /etc/binlog.conf
18/Nov/2003 09:36:47 The system is coming up. Please wait...

18/Nov/2003 09:36:47 Checking for crash dumps

18/Nov/2003 09:36:47 Initializing paging space

18/Nov/2003 09:36:47 Mounting Memory filesystems

18/Nov/2003 09:36:51 evmstart: Daemon started

18/Nov/2003 09:36:51 Nov 18 09:36:48 esmd: Started monitoring the EVM daemon
18/Nov/2003 09:36:51 security configuration set to default (BASE).
18/Nov/2003 09:36:51 File /etc/sia/matrix.conf updated successfully.
18/Nov/2003 09:36:51 Successful SIA initialization

18/Nov/2003 09:36:51

18/Nov/2003 09:36:52 /usr/sbin/autopush: Can't push requested modules on STREAM
for entry 36

18/Nov/2003 09:36:52 /usr/sbin/autopush: Device (6,-1) already configured
18/Nov/2003 09:36:52 Streams autopushes configured

18/Nov/2003 09:36:52 Initializing random number driver

18/Nov/2003 09:36:53 CSSM ModuleLoad: CSSM error 4107

18/Nov/2003 09:36:55 NIFF daemon started

18/Nov/2003 09:36:55 Configuring network

18/Nov/2003 09:36:55 hostname: atlasoO

18/Nov/2003 09:36:56 Mounted rootl tmp#tmp on /tmp

18/Nov/2003 09:36:57 Mounted rootl local#local on /local

18/Nov/2003 09:36:58 Mounting advfs member file systems

18/Nov/2003 09:36:58 Loading IMF licenses

18/Nov/2003 09:36:59 System error logger started

18/Nov/2003 09:36:59 add net default: gateway 11.0.24.253

18/Nov/2003 09:37:01 gateway daemon started

18/Nov/2003 09:37:01 Setting kernel timezone variable

18/Nov/2003 09:37:01 Setting the current time and date with ntpdate
18/Nov/2003 09:37:01 Tue Nov 18 09:37:00 EST 2003

18/Nov/2003 09:37:01 Ntpdate succeeded.

18/Nov/2003 09:37:01 starting cluster alias

18/Nov/2003 09:37:01 cluster alias subsystem enabled

18/Nov/2003 09:37:01 enable: reconfigured

18/Nov/2003 09:37:02 aliasd: setting up NIFF monitor for interface ee0
18/Nov/2003 09:37:02 aliasd: setting up NIFF monitor for interface eel
18/Nov/2003 09:37:02 aliasd: skipping NIFF monitor for interface eipO
18/Nov/2003 09:37:02 aliasd: skipping NIFF monitor for interface eip0O
18/Nov/2003 09:37:04 aliasd: skipping NIFF monitor for interface eip0
18/Nov/2003 09:37:04 aliasd: skipping NIFF monitor for interface eipO
18/Nov/2003 09:37:04 gateway daemon started

18/Nov/2003 09:37:07 ONC portmap service started

18/Nov/2003 09:37:07 /usr/sbin/cluster/caa_rollDatastore check called
18/Nov/2003 09:37:08 CAA daemon started

18/Nov/2003 09:37:08 Starting CAA application registration

18/Nov/2003 09:37:09 Global Exec: started gxmgmtd.

18/Nov/2003 09:37:10 Global Exec: started gxclusterd.

18/Nov/2003 09:37:10 Global Exec: started gxnoded.

18/Nov/2003 09:37:12 CMF: console logging daemon does not run on this host
18/Nov/2003 09:37:12 Starting CAA registration of SCl5srad

18/Nov/2003 09:37:12 management netmask = 255.255.0.0

18/Nov/2003 09:37:12 management network device = ee0
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18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003

18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
be

18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003
18/Nov/2003

09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
09:
137
nfs (xrw,soft,bg, intr)
09:
09:
09:
09:
09:
09:

09

09:
09:
09:
09:
09:
09:
09:
09:
09:
09:

only supported

37:
37:
37:
37:
:23
:25
:25
:27
:27
:29
:29
:31
:33
:33
:33
:34
:35
:35
:35
:35
:35
:35
:35
:35
:36
:39
:39
:39
:39
:39
:40
:40
:40
:40

37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37

37
37
37
37
37
37

37
37
37
37
37
37
37
37
37
37
on

13
13
14
16

:40
:40
:40
:40
:40
:41

141
141
:41
141
141
146
146
:47
147
147
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timezone = EST
domain = eng.lkg.dec.com
nameserver = 11.0.0.10
starting cfd
gated seems to be hung; killing it
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for interface
aliasd: skipping NIFF monitor for interface
CAA Profile for srad has been updated
Attempting to start “SCl5srad™ on member “atlas0”
Start of “SCl5srad™ on member ~atlas0™ succeeded.
NIS domain name set to sc
ypserv daemon started
ypbind daemon started
ypbind: Secure mode sunos 3.x servers rejected.
NFS mount daemon started
NFS export service started
Attempting to start “cluster lockd™ on member “atlas0”
cluster NFS Locking:
cluster rpc.statd started
cluster rpc.lockd started

Start of “cluster lockd™ on member “atlasO”~ succeeded.
NFS IO service started
NFS Locking:

rpc.statd started

rpc.lockd started
Mounting nfs member file systems
scfel0-extl:/usr/users on /usr/users type nfs (rw,bg)
scfeO-extl:/kits on /kits type nfs (rw,bg)
atlasms:/var/sra/diag/quadrics on /var/sra/diag/quadrics type

interface
interface
interface
interface
interface

eip0
eip0
eip0
eip0
eip0
eip0
eip0

Mounting nfsv3 member file systems
NOTE:
Skipping NFS file system entries found in /etc/fstab.

Please migrate the NFS file system entries to the member
specific /etc/member fstab of the member(s) which should

mounting these NFS file systems.

Preserving editor files

Clearing temporary files

Unlocking ptys

Secure Shell daemon (sshd2) started.

SMTP Mail Service started.

Network Time Service started

The SNMP trap to Event Manager interface is disabled.

GS Platform View and Discovery V1.3 for Insight Manager is

Alpha GS series platforms.
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18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37

:47
:48
148
:52
:52
:53
:53
:53
:54
:56
:56
:56

clu check log atlasO

18/Nov/2003 09:37
in the background
18/Nov/2003 09:37
cdsl check list

18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37
18/Nov/2003 09:37

18/Nov/2003 09:38

:56
:56

:57
:59
:59
:59
18/Nov/2003 09:37:
18/Nov/2003 09:38:
18/Nov/2003 09:38:
18/Nov/2003 09:38:
18/Nov/2003 09:38:
18/Nov/2003 09:38:
147

59
00
00
00
00
00

Internet services provided.
clustercron entry started

Cron service started

rms: RMS service started on atlasO
Binary error logger started

CFS load monitoring (cfsd) started

CAA Applications now started

cluster wall daemon started

Starting Cluster Configuration Check...

The boottime cluster check found a potential problem.

check cdsl config : Boot Mode : Running /usr/sbin/cdslinvchk
check cdsl config : Results can be found in : /var/adm/

clu check config : detected one or more configuration errors
Enabling SCFS Serving on node atlasO.

scmon: daemon started

scmountd: not necessary to run on this node
The system is ready.

Compagq Tru64 UNIX V5.1B (Rev. 2650) (atlas0) console

login:
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F.2 Startup Messages After Adding a Domain Member

Example F-2 shows atranscript of a portion of the startup messages displayed during a boot
of the second cluster member system after running sra install -node atlasl. This
information is also sent to /var/adm/syslog.dated/date/kern. log.

Example F-2 Startup Messages After Adding a Domain Member

19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
2003

19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003

13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13

13
13
13
13
13
13
13
13
13
13
13
13
13
13
13

:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28:
:28
:28

:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28

00-02-A5-6B-22-AC

05
05
05
05
05
05
05
05
05
05
05
07
07
07
07
08
08
08
08
11
12
12
12
13
14

122
122

122
122
122
123
:23
:23
123
:23
:23
123
:23
:23
123
123
:23

P00>>>pboot dkal -file vmunix

(boot dka0.0.0.2.1 -file vmunix -flags A)
block 0 of dka0.0.0.2.1 is a valid boot block
reading 19 blocks from dka0.0.0.2.1

bootstrap code read in

base = 200000, image start =
initializing HWRPB at 2000
initializing page table at 3f£56000
initializing machine state

setting affinity to the primary CPU
jumping to bootstrap code

0, image bytes = 2600(9728)

UNIX boot - Wednesday October 16, 2002

Loading vmunix ...
Loading at O0xffff£c0000230000

Sizes:

text = 9403584

data = 2383232

bss = 2559232

Starting at Oxfffffc00002439c0

Loading vmunix symbol table [2317024 bytes]

Memory trolling not supported, cpu Major id 13, Minor id 3
Alpha boot: available memory from 0x38cc000 to 0xffff4000
Compaq Tru64 UNIX V5.1B (Rev. 2650); Tue Nov 18 10:12:23 EST

physical memory = 4096.00 megabytes.

available memory = 3968.13 megabytes.

using 15658 buffers containing 122.32 megabytes of memory
Master cpu at slot 0

Starting secondary cpu 1

Starting secondary cpu 2

Starting secondary cpu 3

Firmware revision: 6.4-17

PALcode: UNIX version 1.91-104

AlphaServer ES40

pcil (primary bus:1) at nexus

pci2 (primary bus:1 subordinate bus:2) at pcil slot 1

ee0 at pci2 slot 4

ee0: COMPAQ Intel 82558 (10/100 Mbps) Ethernet Interface
eel0: Driver Rev = V1.0.23, Chip Rev = 5, hardware address:
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19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
00-02-A5-6B-22-AD

19/Nov/2003 13:28:
:24
:25
:25
:28
:28
:28

19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28

123
124
:24

24

1000-0000-c922-4ad5

19/Nov/2003 13:28:
19/Nov/2003 13:28:
19/Nov/2003 13:28:
19/Nov/2003 13:28:

28
28
28
28

1000-0000-c922-4627

19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28

19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28

19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28

19/Nov/2003 13:28
19/Nov/2003 13:28

:28
:28
:29
:29
19/Nov/2003 13:28:
:29
:29
:34
143
143
143
:43
143
143
19/Nov/2003 13:28:
143
143
:43
143
:45
:45
:45
:45
:45
:45
:45
:46
146
146
:46
146
146
19/Nov/2003 13:28:
146
146

29

43

46

eel at pci2 slot 5

eel: COMPAQ Intel 82558 (10/100 Mbps) Ethernet Interface
eel: Driver Rev = V1.0.23, Chip Rev = 5, hardware address:

itpsa0 at pcil slot 2

IntraServer ROM Version V2.0 (c)1998

eel: Autonegotiated, 100 Mbps full duplex

eel: Autonegotiated, 100 Mbps full duplex

scsi0 at itpsal slot 0 rad O

emx0 at pcil slot 3

KGPSA-CA : Driver Rev 2.10 : F/W Rev 3.812A4(2.01A0)

emx0: Using console topology setting of : Fabric
scsil at emx0 slot 0 rad O

emx2 at pcil slot 4

KGPSA-CA : Driver Rev 2.10 : F/W Rev 3.81A4(2.01A0)

emx2: Using console topology setting of : Fabric
scsi2 at emx2 slot 0 rad O

pci0 (primary bus:0) at nexus

elanO: Device revision = 1 (Rev B)
elan0: QSW Elan3 PCI Network Adaptor
elan0: Serial Number - 438

elan0: memory bank 0 is 32768K

elan0: memory bank 1 is 32768K

elan30 at pci0 slot 3

isa0 at pciO

gpcO at isao

gpcl not probed

ace0 at isa0

acel at isa0

jtag0 at isa0

£fdi0 at isal

£fd0 at £di0 unit O

ata0 at pciO slot 15

atal0: ACER M1543C

scsi3 at ata0 slot 0 rad O

scsi4 at atal slot 1 rad O

usb0 at pciO slot 19

Created FRU table binary error log packet
kernel console: ace0

dli: configured

NetRAIN configured.

Random number generator configured.
ATM Subsystem configured with 4 restart threads
ATMUNI: configured

ATMSIG: 3.x (module=uni3x) configured
IIMI: 3.x (module=ilmi) configured
ATM IP: configured

ATM LANE: configured.

ATM IFMP: configured

elan0: nodeid=1 level=3 numnodes=128
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19/Nov/2003
11/16/03 01
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
checksums

19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
21/Nov/2003
21/Nov/2003
21/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
removals)

19/Nov/2003
19/Nov/2003
19/Nov/2003

13

:44

13
13
13
13
13
13

13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
16
16
16
13
13
13

13
13
13

:28

:28
:28
:28
:28
:28
:28

:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:43
:43
143
:28
:28
:28

:28
:28
:28
added to the cluster

:46

146
:46
:46
146
:46
:46

:46
:46
146
:46
:46
146
:47
:47
147
:47
:47
147
147
147
147
:29
:29
:29
:49
:49
149

:49
:49
:49

19/Nov/2003 13:28:50

added to the cluster
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28
:28

19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003

13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13

:50
:50
:50
:50
:50
:50
:50
:50
:51
:51
:51
:51
:51
:51
:51
:51

Startup Messages After Adding a Domain Member

TruCluster Server V5.1-SC-V2.6-BL5-3320-EAGLE (Rev. 13320);

elan0: waiting for network position to be found

elan0: nodeid=1 level=3 numnodes=128

elan0: Online [1]

elan0: Nodeset [1]

elan0: network position found at nodeid 1

eip: checksums disabled - all other nodes must also disable

eip: Elan IP initialized

TNC kproc creator daemon: Initialized and Ready
clubase: configured

icsnet: configured

drd configured 0

kch: configured

dlm: configured

Starting CFS daemons

Registering CFS Services

Initializing CFSREC ICS Service

Registering CFSMSFS remote syscall interface
Registering CMS Services

elan0: Restart Request from [0-0] [2-3]

ep enable cluster protocols: no longer implemented

ics_elan: seticsinfo: [elan node 1] <=> [ics node 2]
elanO0: Online Ack from [0-0] [2-3]

elanO0: Online [0,2-3]

elan0: Nodeset [0-1]

ics_elan: seticsinfo: [elan node 128] <=> [ics node 1]
CNX MGR: Join operation complete
CNX MGR: membership configuration index: 64 (34 additions, 30

CNX MGR: quorum (re)gained,
Joining versw kch set.
CNX MGR: Node atlas0 1 incarn 0x8ae4 csid 0x10001 has been

(re)starting cluster operations.

CNX MGR: Node atlasl 2 incarn 0xf385e csid 0x80004 has been

dlm: resuming lock activity
kch: resuming activity

scsiO: SCSI Bus was reset
cam logger: SCSI event packet
cam logger: bus 0

itpsa SCSI HBRA

SCSI Bus was reset

scsi0: SCSI Bus was reset
cam logger: SCSI event packet
cam logger: bus 0

itpsa SCSI HBA

SCSI Bus was reset

clsm: incoming CNX data: 'a'
clsm: checking for peer configurations

Cluster-Related Messages in System Log Files F-11



Startup Messages After Adding a Domain Member

19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
0x1

19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
filesystem)
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28

:51
:52
:53

:54
:55
:55
:56
:56
:56
:56
:57
:57

:57
:57
:57
:58
:58

clsm: initialized
Waiting for cluster mount to complete
SCFS: SCFS/Elan Services Initialised on node 1(0x1) railmask

vm_swap init: swap is set to eager allocation mode
CMS: Joining deferred filesystem sets
Checking device naming:
Passed.
Checking local filesystems
Mounting / (root)
user cfg pt: reconfigured
root_mounted rw: reconfigured
Mounting /cluster/members/member2/boot partition (boot

user cfg pt: reconfigured
root_mounted rw: reconfigured
user cfg pt: reconfigured
dsfmgr: NOTE: updating kernel basenames for system at /
scp kevm tty00 tty0l random urandom dsk4 dsk5 dské scpO

scpl scp2 dsk26 dsk27 dsk28 floppy2 cdrom2

19/Nov/2003 13:28

19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28
19/Nov/2003 13:28

started

19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:
19/Nov/2003 13:29:

for entry 36

19/Nov/2003 13:29:

:59
19/Nov/2003 13:28:
:59
:59
:59
:59
:59
:59
19/Nov/2003 13:29:

59

00

00
00
00
00
00
00
02
02
03
03
04
04
04
05
08
09
09
09
09
09
09

09

Mounting local filesystems

exec: /sbin/mount advfs -F 0x14000 cluster root#root /

cluster root#root on / type advis (rw)

exec: /sbin/mount advfs -F 0x4000 cluster usr#usr /usr

cluster usr#usr on /usr: Device busy

exec: /sbin/mount advfs -F 0x4000 cluster var#var /var

cluster var#var on /var: Device busy

/proc on /proc type procfs (rw)

Nov 19 13:28:59 esmd: Essential Services Monitor daemon

Subsystem hwautoconfig was successfully configured.
Subsystem pfs was successfully configured.
Subsystem shmem was successfully configured.
Environmental Monitoring Subsystem Configured.
Subsystem envmon was successfully configured.

Nov 19 13:29:00 update: started

Checking for Installation Tasks...

Executing Installation Tasks...

The system is coming up. Please wait...

Checking for crash dumps

Initializing paging space

Mounting Memory filesystems

evmstart: Daemon started

Nov 19 13:29:08 esmd: Started monitoring the EVM daemon
security configuration set to default (BASE).

File /etc/sia/matrix.conf updated successfully.
Successful SIA initialization

/usr/sbin/autopush: Can't push requested modules on STREAM

/usr/sbin/autopush: Device (6,-1) already configured
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19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003

13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13

:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:

09
10
12
12
12
16
17
18
18
20
20
20
20
20
20
25
25
25
25
25
25
27
27
27
27
29
29
29
36
36
36
37
38
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Streams autopushes configured

CSSM ModuleLoad: CSSM error 4107
NIFF daemon started

Configuring network

hostname: atlasl

Mounted root2 tmp#tmp on /tmp
Mounted root2 local#local on /local
Mounting advfs member file systems
Loading IMF licenses

System error logger started

add net default: gateway 11.0.24.253
gateway daemon started

Setting kernel timezone variable

Setting the current time and date with ntpdate
Wed Nov 19 13:29:25 EST 2003
Ntpdate succeeded.

starting cluster alias

cluster alias subsystem enabled

enable: reconfigured

aliasd: setting up NIFF monitor for interface ee0
aliasd: setting up NIFF monitor for interface eel
aliasd: skipping NIFF monitor for interface eip0
aliasd: skipping NIFF monitor for interface eip0
aliasd: skipping NIFF monitor for interface eip0
aliasd: skipping NIFF monitor for interface eip0
gateway daemon started

ONC portmap service started
/usr/sbin/cluster/caa_rollDatastore check called
CAA daemon started

Nov 19 13:29:38 atlasl vmunix: arp: local IP address

10.128.106.2 in use by hardware address 00-02-A5-6B-28-7C

19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003

13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13

:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:29:
:30:
:30
:30
:30
:30
:30
:30

38
39
39
42
48
50
50
52
53
54
54
56
05

:35
:50
:50
:50
:51
:52

Global Exec: started gxmgmtd.

Global Exec: started gxclusterd.
Global Exec: started gxnoded.

CMF: console logging daemon does not run on
gated seems to be hung; killing it
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for
aliasd: skipping NIFF monitor for

this host

interface
interface
interface
interface
interface
interface
interface

eip0
eip0
eip0
eip0
eip0
eip0
eip0

CAA Profile for srad has been updated

Resource SCl5srad is already running on member atlasO
CAA cannot start a resource twice.

NIS domain name set to sc

ypserv daemon started
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19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
be

19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30
19/Nov/2003 13:30

19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:

only supported on

19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:

:52
:52
:52
:52
:53
:53
:53
:53
:53
:53
:54
:54
:54
:54
:54
:54
:54

:54
:54
:54
:54
:55

00
00
01
01
01

ypbind: Secure mode sunos 3.x servers rejected.
ypbind daemon started
NFS mount daemon started
NFS export service started
Resource cluster lockd is already running on member atlasoO
CAA cannot start a resource twice.
NFS IO service started
NFS Locking:

rpc.statd started

rpc.lockd started
Mounting nfs member file systems
Mounting nfsv3 member file systems
NOTE:

Skipping NFS file system entries found in /etc/fstab.

Please migrate the NFS file system entries to the member
specific /etc/member fstab of the member (s) which should

mounting these NFS file systems.

Preserving editor files

Clearing temporary files

Unlocking ptys

Secure Shell daemon (sshd2) started.

SMTP Mail Service started.

Network Time Service started

The SNMP trap to Event Manager interface is disabled.

GS Platform View and Discovery V1.3 for Insight Manager is

Alpha GS series platforms.

02
02
02
06
06
07
07
07
07
09
32
32
33

clu check log atlasl

19/Nov/2003 13:31:

in the background

19/Nov/2003 13:31:

cdsl check list

19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:
19/Nov/2003 13:31:

33

33

34
35
37
37
38
38

Internet services provided.
removing cron
Cron service started

rms: RMS service started on atlasl
Binary error logger started

CFS load monitoring (cfsd) started

CAA Applications now started

cluster wall daemon started

Starting Cluster Configuration Check...

The boottime cluster check found a potential problem.

check cdsl config : Boot Mode : Running /usr/sbin/cdslinvchk
check cdsl config : Results can be found in : /var/adm/

clu check config : detected one or more configuration errors
Enabling SCFS Serving on node atlasl.

scmon: daemon started

scmountd: not necessary to run on this node
The system is ready.
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19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003
19/Nov/2003

13
13
13
13
13
13

:31:
:31:
:31:
:31
:31:
:32:
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38
38
38

38
01 login:

:38 Compag Tru64 UNIX V5.1B (Rev. 2650) (atlasl) console
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G

Configuring Networker for HP AlphaServer SC

The Networker software is asuite of storage management software that provides backup and
recovery mechanisms for your data. One machine is designated to be your Networker Server
which provides control and scheduling for Networker operations. All of the other machines
are Network clients which provide recover and on-demand backup functionality.

This appendix describes how to install and configure the Networker software and contains
the following sections:

* DomainsasaClient of a Corporate Networker Server (see Section G.1 on page G-2)
* Domains as the Networker Server (see Section G.2 on page G-5)
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G.1 Domains as a Client of a Corporate Networker Server

G.1.1 Installing the Networker Client Software on the Cluster

1. Install the Networker client on atlas asfollows:
Mount the CD-ROM as follows:

a. Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM as follows:

atlasms# mount -r /dev/disk/cdromOc /cdrom
Changeto the directory in which the kits are stored, as follows:
atlasms# cd /cdrom/NetWorker/kit
Install the software, as follows:
atlasms# setld -1 .
Note:

This step installs the software on every node within the cluster (including atlaso0).

2. When ingtalling the server software, accept all of the default questions:

1) Legato Networker Basic Client

2) Legato Networker Driver & Storage Node
3) Legato Networker Manpages

4) Legato Networker Server

Or you may choose one of the following options:
5) ALL of the above
6) CANCEL selections and redisplay menus
7) EXIT without installing any subsets
Estimated free diskspace(MB) in root:332.7 usr:2501.1 var:1648.1

Enter your choices or press RETURN to redisplay menus.

Choices (for example, 1 2 4-6): 1
— Location of Networker database:

Enter the location for this Client's NetWorker home directory
(it must sit on a local disk!) [ /var/nsr ]:
/var/nsr
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— List of servers:
atlasDO

Note:

Ensure that each member of the cluster is added to ensure that failover to another
node operates correctly.

Note:

When installing Networker, the software does not start up all the daemons on
atlasO. It will only start the client daemons, and will do this on every node on the
cluster.

After setld has completed, run the following script on every node in the cluster:
/usr/opt/networker/bin/networker.cluster

Note:

This script may fail and regquires some manual updates as described in Step 4.

Edit the script as follows:
Before:

CLUINFO=""setld -i | grep "TCRBASE.*installed" | awk '/TCRBASE/ { print $1 }'™"
After:

CLUINFO=""setld -i | grep '"“TCRBASE.*installed' | awk '/TCRBASE/ { print $1 }'>"

G.1.2 Adding Domains as a Client of Corporate Networker Server

In this example, the cluster aliasis atlasDO0, and the client of a corporate Networker Server
(gibbnew). To configure the domain as a client of the corporate Networker Server:

1
2.

Add atlasDO to gibbnew asaclient
Back up the following partitions on atlasDO

/one_node_advfs
/two_node_ advfs
/two_node pfs
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3. Add each member of the atlasDO cluster to the remote-access list on the client in Net-
worker. If this step is not performed, the backup will not be successful.

atlasO-extl

4. Editthe/.rhosts file on atlaso0 to include the Networker server, by adding the fol-
lowing:

gibbnew
gibbnew.ilo.dec.com

Note:

Stopping and starting Networker takes afew minutes when Networker isinstalled on
acluster.
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G.2 Domains as the Networker Server

In this example, the Networker Server isinstalled on domains. To configure the domain as
the Networker Server, do the following:

1.

a ~ LN

6.

Install the SCSI single-ended card into atlasl

Connect the SCSI tape drive to the cluster (for example, connect the drive to atlas1)
Reboot on genvmunix

Rebuild the kernel to boot the machine.

Install the Networker Server and client on atlas asfollows:

Mount the CD-ROM as follows:

a.  Create amount point for the CD-ROM, by running the following command:
atlasms# mkdir /cdrom

b. Mount the CD-ROM asfollows:

atlasms# mount -r /dev/disk/cdromOc /cdrom
Change to the directory in which the kits are stored, as follows:
atlasms# cd /cdrom/NetWorker/kit
Install the software, as follows:
atlasms# setld -1 .
Note:

This step installs the software on every node within the cluster (including atlas0).

When installing the server software, accept all of the default questions:

1) Legato Networker Basic Client
2) Legato Networker Driver & Storage Node
3) Legato Networker Manpages
4) Legato Networker Server
Or you may choose one of the following options:
5) ALL of the above
6) CANCEL selections and redisplay menus
7) EXIT without installing any subsets
Estimated free diskspace(MB) in root:332.7 usr:2501.1 var:1648.1

Enter your choices or press RETURN to redisplay menus.

Choices (for example, 1 2 4-6): 5
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— Location of Networker database:

Enter the location for this Client's NetWorker home directory
(it must sit on a local disk!) [ /var/nsr ]:
/var/nsr

— List of servers:
atlasDO
Note:

Ensure that each member of the cluster is added to ensure that failover to another
node operates correctly.

Note:

When installing Networker, the software does not start up all the daemons on
atlaso0. It will only start the client daemons, and will do this on every node on the
cluster.

7. After setld has completed, run the following script on every node in the cluster:
/usr/opt/networker/bin/networker.cluster

Note:

This script may fail and regquires some manual updates as described in Step 8.

8. Edit the script asfollows:

Before:

CLUINFO=""setld -i | grep "TCRBASE.*installed" | awk '/TCRBASE/ { print $1 }'™"
After:

CLUINFO=""setld -i | grep '“TCRBASE.*installed' | awk '/TCRBASE/ { print $1 }'>"

9. When this script has run to completion, register the Networker software within caa, by
entering the following:

caa register networker
caa start networker

If you prefer to specify the node on which to start the Networker software (for example,
atlas0), enter the following command:

caa start networker -c atlasO
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10.

11.

12.

13.

Domains as the Networker Server

Install the tape drive by running the following command:
/usr/opt/networker/bin/jbconfig

The options vary depending on the type of tape drive and also on whether it is SCS| or
fibre. Ensure the that you assign the following no-rewind tape device:

/dev/ntape/tape0
Note:

It is recommended to start nwadmin on the same node running the server. Initially,
start nwadmin on the node running the daemon, and edit the server setup to change
the authorized list of usersto add root@atlaso (if the daemon is running on
atlasl). An entry should be included for each node within the cluster.

Start nwadmin asfollows:
/usr/opt/networker/bin/nwadmin
Select your backup preferences as follows:
— Full or Incremental

— Tape Name (pool names)

For more information, refer to the Networker documentation. It is recommended to cre-
ate a default tape, afull tape, and an incremental tape.

Set up the following:

— Registration (license)
— Labe_templates

— Groups

— Pools

— Server setup

— Client setup
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G.3 Sample Output

atlasO # cd /cdrom/NetWorker/kit
atlasO # setld -i . 1

The subsets listed below are optional:

There may be more optional subsets than can be presented on a single
screen. If this is the case, you can choose subsets screen by screen
or all at once on the last screen. All of the choices you make will

be collected for your confirmation before any subsets are installed.

) Legato Networker Basic Client

) Legato Networker Driver & Storage Node
) Legato Networker Manpages

) Legato Networker Server

W N R

Or you may choose one of the following options:
5) ALL of the above
6) CANCEL selections and redisplay menus
7) EXIT without installing any subsets
Estimated free diskspace(MB) in root:332.7 usr:2501.1 var:1648.1
Enter your choices or press RETURN to redisplay menus.
Choices (for example, 1 2 4-6): 5
You are installing the following optional subsets:
Legato Networker Basic Client
Legato Networker Driver & Storage Node
Legato Networker Manpages
Legato Networker Server
Estimated free diskspace(MB) in root:332.7 usr:2407.0 var:1648.1
Is this correct? (y/n): y
Checking file system space required to install selected subsets:
File system space checked OK.
4 subsets will be installed.
Loading subset 1 of 4

This subset may take some time to complete.

Legato Networker Basic Client
Copying from . (disk)
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Verifying
Loading subset 2 of 4
This subset may take some time to complete.
Legato Networker Driver & Storage Node

Copying from . (disk)

Working....Tue Aug 6 10:33:58 IST 2002

Verifying
Loading subset 3 of 4
This subset may take some time to complete.
Legato Networker Manpages

Copying from . (disk)

Verifying
Loading subset 4 of 4
This subset will take some time to complete.
Legato Networker Server

Copying from . (disk)

Working....Tue Aug 6 10:34:26 IST 2002

Verifying
4 of 4 subsets installed successfully.
Configuring "Legato Networker Basic Client" (LGTOCLNT600) on memberO
Legato Networker Basic Client
Copyright (c) 1990-2000, Legato Systems, Inc.
*kkkkkkkkkkx File Configuration on NetWorker Client ***kkkxxkk

/nsr not found!

Enter the location for this Client's NetWorker home directory
(it must sit on a local disk!) [ /var/nsr ]:

The installation procedure adds entries to the /etc/rpc and
/etc/syslog.conf files on the NetWorker server; the original
files are renamed and saved. The installation also creates
the /sbin/init.d/NSRstartstop file.

Do you wish to continue? (y/n) [y ]l: vy

Modifying /etc/rpc

Modifying /etc/syslog.cont

* * *x Regtarting syslog daemon * * *

Do you wish to remove the saved files? (y/n) [ n ]:
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The modified files were saved and
renamed as follows:
File Location of saved file

/etc/rpc /etc/rpc_nsrsave
/etc/syslog.conf  /etc/syslog.conf nsrsave

Creating /sbin/init.d/NSRstartstop

Starting nsrexecd. ..

The nsr/res/servers file will need to be updated with
the list of servers that will back up this system as
as a client.

This is also needed if this machine is to be used

as an HSM client.

/nsr/res/servers file does not exist..

Do you wish to create the file? (y/n):y

Creating a new /nsr/res/servers file..

Creation of /nsr/res/servers file done...

Enter one server name per prompt. eg: atom or atom.loc.xyz.com
Enter <CR> to terminate the list.

Please enter the name of a server to back up to (or <CR> to end):

atlasDO
Please enter the name of a server to back up to (or <CR> to end):

Do you want to stop and restart nsrexecd? (y/n): y
Starting nsrexecd. ..

LGTOCLNT600 software installed successfully

The Legato NetWorker Client version 600 binaries have been installed in
/usr/opt/networker/bin. Please update the PATH environment
variable to include /usr/opt/networker/bin.

dhkhkkkkhkhkhkkkhkhhhhkhkhhhhhkhkhhhhhkhhhhhkhkhkhhhhkkhdhhhdkhhhhkhkhkhdhhkhkhhhkrkhkdhhhrkkhddhrkddhx

Configuring "Legato Networker Driver & Storage Node" (LGTONODE600) on memberQ

Configuring Networker for HP AlphaServer SC



Sample Output

Legato Networker Driver & Storage Node

Copyright (c) 1990-2000, Legato Systems, Inc.

Starting nsrexecd. ..

LGTONODE600 software installed successfully

The Legato NetWorker Storage Node version 600 binaries have been installed

in /usr/opt/networker/bin. Please update the PATH environment
variable to include /usr/opt/networker/bin.

kkkhkkhkkhkhkkhkhkhkhhkhkkhhhhhkhkhkhhhhhkkhhhhhkhkhhhhhhkhkhdhhhhhhddhdxhhhddrxhhhdhkrxxhddrhkxdrdkhxx

Configuring "Legato Networker Manpages" (LGTOMAN600) on member0

Legato Networker Manpages

Copyright (c) 1990-2000, Legato Systems, Inc.

LGTOMAN600 software installed successfully

The Manpages are installed in the following locations:
/usr/opt/networker/man/man3

/usr/opt/networker/man/man5

/usr/opt/networker/man/mans

Please update the MANPATH environment variable to include the path
/usr/opt /networker/man.

Kok ok kK Kk kR K kK k kR Kk ko kR Kk ko k kR Rk ko k kR Kk ko k kR Rk ok k ok k ok ok k ko k Ak k
Configuring "Legato Networker Server" (LGTOSERV600) on member0O

Legato Networker Server

Copyright (c) 1990-2000, Legato Systems, Inc.

*kkkkkkkkkkxkx File Configuration on NetWorker Server ** ki

starting nsrd...

NetWorker icon has been successfully installed into CDE.

LGTOSERV600 software installed successfully

The Legato NetWorker Server version 600 binaries have

been installed in /usr/opt/networker/bin.

Please update the PATH environment variable to include
/usr/opt/networker/bin.

khkhkkkkhkhkhkkkhkhkhkhhkkhhhhhkkhkhhhkhhhhhhkhkdhhhkhhhhrhkhdhhkhkhkhdhhkhkdhhrhkrhdhhhkrhdhrrxkddhx

Configuring "Legato Networker Basic Client" (LGTOCLNT600) on memberl
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Legato Networker Basic Client

Copyright (c) 1990-2000, Legato Systems, Inc.
mkdir: cannot create /usr/opt/networker/bin/C.
/usr/opt/networker/bin/C: File exists

*kkkkkkkkkrkxkx File Configuration on NetWorker Client ** ki

The installation procedure adds entries to the /etc/rpc and
/etc/syslog.conf files on the NetWorker server; the original
files are renamed and saved. The installation also creates
the /sbin/init.d/NSRstartstop file.

Do you wish to continue? (y/n) [ y ]1: Modifying /etc/rpc

/etc/rpc already modified for NetWorker

Modifying /etc/syslog.cont

/cluster/members/{memb}/etc/syslog.conf already modified for NetWorker
Do you wish to remove the saved files? (y/n) [ n ]:

The modified files were saved and

renamed as follows:
File Location of saved file

/etc/rpc /etc/rpc_nsrsave
/etc/syslog.conf /etc/syslog.conf nsrsave

Creating /sbin/init.d/NSRstartstop
Starting nsrexecd. ..
The nsr/res/servers file will need to be updated with
the list of servers that will back up this system as
as a client.
This is also needed if this machine is to be used
as an HSM client.
/nsr/res/servers contains the following list of NetWorker servers:
atlasDO
Do you wish to add servers to the /nsr/res/servers file? (y/n):No changes will be
made to the /nsr/res/servers file.
LGTOCLNT600 software installed successfully
The Legato NetWorker Client version 600 binaries have been installed in

/usr/opt/networker/bin. Please update the PATH environment
variable to include /usr/opt/networker/bin.
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khkhkkkkhkhkhkkkhkhhhhkkhhhhhhkhhhhhkhhhhhhkhkhhhhkkhhhhhhhhhhkhkhkhdhhkkhdhhrrhkhhkhrrkhkddhrkddhx

Configuring "Legato Networker Driver & Storage Node" (LGTONODE600) on memberl
Legato Networker Driver & Storage Node

Copyright (c) 1990-2000, Legato Systems, Inc.

Starting nsrexecd. ..

LGTONODE600 software installed successfully

The Legato NetWorker Storage Node version 600 binaries have been installed

in /usr/opt/networker/bin. Please update the PATH environment
variable to include /usr/opt/networker/bin.

khkkkhkkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhhkhhkhhkhhkhkhkhhkhhkhhkhkhhhhhhhkhkhkhkhkhhkhkhdkhkhkhkdkhkhkhkdkhhhhkxk

Configuring "Legato Networker Manpages" (LGTOMAN600) on memberl

Legato Networker Manpages

Copyright (c) 1990-2000, Legato Systems, Inc.

LGTOMAN600 software installed successfully

The Manpages are installed in the following locations:
/usr/opt/networker/man/man3

/usr/opt/networker/man/man5

/usr/opt/networker/man/mang

Please update the MANPATH environment variable to include the path
/usr/opt/networker/man.

*khkhkkhkhkkhkhkkhkhkkhkhkhkhkhkhkhkhkhkhkkhkhkhkhhkhhkhhhkhkhkhkhhkhhkhhkhkhkhkhkhhkhhkhhkhkhkhhkhhkhhkhhkhhkhkhkhhkdhkdhkdhkhhkhhkdhhxk
Configuring "Legato Networker Server" (LGTOSERV600) on memberl

Legato Networker Server

Copyright (c) 1990-2000, Legato Systems, Inc.

*kkkkkkkkkkkk File Configuration on NetWorker Server **kxkkkkkxxx

starting nsrd...

LGTOSERV600 software installed successfully

The Legato NetWorker Server version 600 binaries have

been installed in /usr/opt/networker/bin.

Please update the PATH environment variable to include
/usr/opt /networker/bin.
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hhhkhkkkhhhkkkhhhhkhkhkhhhhkhhkhhhhkdhhhhhhhkhhhhkhkhdhhkhdhhhhkhhhkhdhhkhkhhdhkrdrhhhkhrdrhddkrrkddhx

Configuring "Legato Networker Basic Client" (LGTOCLNT600) on member2
Legato Networker Basic Client

Copyright (c) 1990-2000, Legato Systems, Inc.
mkdir: cannot create /usr/opt/networker/bin/C.
/usr/opt/networker/bin/C: File exists

*kkkkkkkkkrkxkx File Configuration on NetWorker Client ** ki

The installation procedure adds entries to the /etc/rpc and
/etc/syslog.conf files on the NetWorker server; the original
files are renamed and saved. The installation also creates
the /sbin/init.d/NSRstartstop file.

Do you wish to continue? (y/n) [ y ]1: Modifying /etc/rpc
/etc/rpc already modified for NetWorker

Modifying /etc/syslog.cont

* * * Restarting syslog daemon * * *

Do you wish to remove the saved files? (y/n) [ n ]:

The modified files were saved and

renamed as follows:
File Location of saved file

/etc/rpc /etc/rpc_nsrsave
/etc/syslog.conf /etc/syslog.conf nsrsave

Creating /sbin/init.d/NSRstartstop

Starting nsrexecd. ..

The nsr/res/servers file will need to be updated with

the list of servers that will back up this system as

as a client.

This is also needed if this machine is to be used

as an HSM client.

/nsr/res/servers contains the following list of NetWorker servers:
atlasDO

Do you wish to add servers to the /nsr/res/servers file? (y/n):No changes will be
made to the /nsr/res/servers file.

LGTOCLNT600 software installed successfully

The Legato NetWorker Client version 600 binaries have been installed in
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/usr/opt/networker/bin. Please update the PATH environment
variable to include /usr/opt/networker/bin.

khkhkkkkhkhkhkkkhkhhhhkkhhhhhhkhhhhhkhhhhhhkhkhhhhkhhhhhhhhhhkhkhkhdhhkkhkhhhkrdkrkdhhrrkhddhrkddhx

Configuring "Legato Networker Driver & Storage Node" (LGTONODE600) on member2
Legato Networker Driver & Storage Node

Copyright (c) 1990-2000, Legato Systems, Inc.

Starting nsrexecd. ..

LGTONODE600 software installed successfully

The Legato NetWorker Storage Node version 600 binaries have been installed

in /usr/opt/networker/bin. Please update the PATH environment
variable to include /usr/opt/networker/bin.

khkkkhkkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhhkkhkhkkhkhkkhkhkhkhhkhhkhkkhkhkkhkhkhkhkhkhhkhhkhkhkhhhhkhkhkhkhkhhkhkhdkhkhkhkdkhkhkhkhkhhkhdkxx

Configuring "Legato Networker Manpages" (LGTOMAN600) on member2

Legato Networker Manpages

Copyright (c) 1990-2000, Legato Systems, Inc.

LGTOMAN600 software installed successfully

The Manpages are installed in the following locations:
/usr/opt/networker/man/man3

/usr/opt/networker/man/man5

/usr/opt/networker/man/man8

Please update the MANPATH environment variable to include the path
/usr/opt/networker/man.

kkkkkhkkhkkkkkkhkhkhkkkhkkkhkhkhkkhkhkhkhkhkkkhkhkhkhkkkkhkhkhkhkkhkkkhkhkhkkkhkkkhkhkhkkkhkkhkhkhkkhkhkkhkhkkkkkkhkhkkkkkkk*x
Configuring "Legato Networker Server" (LGTOSERV600) on member2

Legato Networker Server

Copyright (c) 1990-2000, Legato Systems, Inc.

*kkkkkkkkkkkk File Configuration on NetWorker Server **xkkkkkxxx

starting nsrd...

LGTOSERV600 software installed successfully

The Legato NetWorker Server version 600 binaries have
been installed in /usr/opt/networker/bin.
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Please update the PATH environment variable to include
/usr/opt/networker/bin.

atlas0 # /usr/opt/networker/bin/networker.cluster

TruCluster is a high availability product for Trué64 Unix.

It defines failover applications which may move from one node to
another, depending on the availability and health of the machine
it is running upon.

The Networker Client and Networker Server have the default cluster
identity.

Do you wish to continue? [Yes]?

Shutting down NetWorker services...

Restarting syslog daemon. ..
/cluster/members/{memb}/etc/syslog.conf already modified for NetWorker
Restarting syslog daemon. . .

NetWorker has been successfully cluster configured.
atlas0 # exit

Script done on Tue Aug 6 10:45:02 2002
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Cluster-Aliases and External Networks in the
10.x.x.x Range

In cases where the addressing scheme on the external LAN needs to be within the 10.x.x.x
range, you must change the addressing scheme of both the internal management LAN and the
HP AlphaServer SC Interconnect to use the 172.x.x.x notation.

Table H-1 displays the network address convention used for these networks and attached
devices. Use the address notation in Table H—1 during the sysman (Section 6.1.4.2) and sra
setup (Section 6.2) stages of the HP AlphaServer SC installation.

Table H-1 Alternative HP AlphaServer SC IP Addresses

Component IP Address Range

Net mask 255.255.0.0
Cluster Interconnect (IP suffix: —-ics0) for node n, wheren is 0-127 172.20.0.(n+1)

System Interconnect (1P suffix: —-eiip0) for node n, wheren is 0-127 172.24.0.(n+1)

Management network interface card for node n, where n is 0-127 172.28.0.(n+1)
Terminal server t, wheret is 1-254 172.28.100.t
Management server m on management LAN, wherem is 1-2 172.28.101.m
Management server m Cluster Interconnect (IP suffix: -ics0) 172.22.0.m

Management server m Gigabit I nterconnect (IP suffix: —icstcpO ) 172.23.0.m

HP AlphaServer SC Interconnect switch JTAG port j, wherejis1-48  172.28.102.j

Summit switch s, wheres is 1-254 172.28.103.s
HP SANworks Management Appliance or Fibre Channel switch f, 172.28.104.F
wherefis 1-254

RAID array controller ¢, wherecis1, 2, and soon 172.28.105.c

Cluster-Aliases and External Networks in the 10.x.x.x Range H-1



H-2

Table H-1 Alternative HP AlphaServer SC IP Addresses

Component

IP Address Range

HP AlphaServer SC Interconnect Control Card for Node-Level switch
N, wherer istherail number and N is 0-31

HP AlphaServer SC Interconnect Control Card for Top-Level switch
T, wherer istherail number and T is 0-15

Preferred server cluster alias addresses (where FS is 0-3, thus accom-
modating a maximum of four FS domains, and y is the member ID
within the FS domain)

172.28.(128+r). (N +1)

172.28.(128+r).(T +128)

172.28.(106+FS).y

Cluster-Aliases and External Networks in the 10.x.x.x Range



Configuring DNS Servers

This appendix describes how to set up amanagement server asaDNS server and containsthe
following sections:

Management Server as DNS Server and Cluster as Client (see Section 1.1 on page 1-2)

Management Server as Master DNS Server and Cluster as Slave DNS Server (see Sec-
tion 1.2 on page 1-5)

Other Configurations (see Section 1.3 on page 1-8)
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Management Server as DNS Server and Cluster as Client

I.1 Management Server as DNS Server and Cluster as Client

[.1.1 On the Management Server

Note:

This step should be performed before you run sra setup, and so should replace the
procedure described in Section 5.1.5.3 and Section 6.1.4.3.

To configure the management server asthe DNS server, and the cluster asthe client, perform
the following steps:

1
2.

o g &~ w

L og on to the management server as root.

Run the following command:
atlasms# sysman dns

or within Sysman, select the option, Networking, Additional Network Services, Domain
Name Service (DNS/BIND).

Configure the system as a DNS server.
Enter alocal domain name (mydomain.net).
Enter the DNS server type = Master (assume you are not using slave or any other types).

Enter the default Hosthame Resolution order. Select the default entries: Local Host
file, DNS database, NIS.

Select the Additional/Advanced options, and select the default input (for example, loca-
tion of configuration files).

Select the OK/Next screen option.

9. Add aname server, and select the hostname (unqualified) of the management server.

10.

11.
12.

13.

14.

Allow Sysman to resolve the | P address and confirm that it is correct (check that the
addressisthe 10.128 . XXX . XXX address of the management server).

Select the OK/Next screen option.

When prompted to create the DNS database from the Zetc/hosts file, enter Yes (or
select the checkbox).

When prompted to change the hostname, enter No (to avoid confusing the rmshost set-
tings).

When prompted, select the option to Start/Restart the named daemon.
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15.

16.
17.

Management Server as DNS Server and Cluster as Client

To check that the DNS isworking, run nslookup to confirm the resol ution of hostnames
defined in the Zetc/hosts file.

Confirm that the Name Server address and name is correct.
If you wish to add addresses to nslookup, do the following:
a. Copy the hostsfile to the DNS source directory as follows:

atlasms# cp /etc/hosts /etc/namedb/src/

b. Edit this copy of hosts: Zetc/namedb/src/hosts and make the appropriate addi-
tions/deletions.

C. Run the makefile to update the DNS database as follows:

atlasms# /etc/namedb/make all

This command takes this copy of the hostsfile, rebuilds the DNS database, and
restarts the named daemon (DNS server).

This procedure assumes that clients only need to know about addresses in their own
domain and are not concerned with external domains. Other configurations are described
in Section 1.1.2.

[.1.2 On the Cluster

Perform the following steps after the cluster has been successfully installed and booted:

o 0 &~ w

Note:

In this case, the hosts file contains all entries for all nodes and their networks (for
example, atlas24-ext, atlas24-eip, atlas24-ics and so on). Theentriesare
added to the DNS database.

Log on to any node in the cluster (typically the master node atlas0) as root.

Run the following command:
atlasO# sysman dns

or within Sysman select the option, Networking, Additional Network Services, Domain
Name Service (DNS/BIND).

Configure the system as a DNS client.
On the local domain, select the domain name (mydomain.net).
Confirm that the |P addressis correct.

Enter the Hostname Resolution Order. Select the default entries: Local Host file,
DNS database, NIS.
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7. Select the Additional/Advanced options, and select the Domains searched. Select the
default options (none).

8. Select the OK/Next screen option.
A message is displayed that DNS is configured on the machine.

9. To check that the DNSiswaorking, run nslookup to confirm the resolution of hostnames
defined in the Zetc/hosts file.

10. Confirm that the Name Server address and name is correct.
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Management Server as Master DNS Server and Cluster as Slave DNS Server

[.2 Management Server as Master DNS Server and Cluster as Slave
DNS Server

[.2.1 On the Management Server

Note:

This step should be performed before you run sra setup, and so should replace the
procedure described in Section 5.1.5.3 and Section 6.1.4.3.

To configure the management server as amaster DNS server, refer to the stepsin Section
[.1.1. To configure the cluster as aslave DNS server refer to the stepsin Section 1.2.2.

[.2.2 On the Cluster

1
2.

o g &~ w

Log on to any node in the cluster (typically the master node atlas0) as root.

Run the following command:
atlasO# sysman dns

or within Sysman select the option, Networking, Additional Network Services, Domain
Name Service (DNS/BIND).

Configure the system asa DNS server
Enter alocal domain name (mydomain.net).
Enter the DNS server type = Slave.

Enter the default Hosthame Resolution order. Select the default entries: Local Host
file, DNS database, NIS.

Select the Additional/Advanced options, and select the default input (for example, loca-
tion of configuration files).

Select the OK/Next screen option.

On the Zones Served screen, the first entry (0.0.127. in-addr.arpa) isdisplayed by
default. Do not change or remove this entry. Perform the following steps:

a. Select the Add option, to display the next screen.
b. Select the Slave option.
c. Enter thedomainidentifier for this zone
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10.

11.
12.
13.

14.
15.

16.

17.

Note:

Thisisonly different from the domain entered in step 4 above if you intend for dif-
ferent slaves to operate for different zones within the domain. In the smplest case,
you will not have multiple zones or daves, so thiswill be thelocal domain entered in
step 4.

d. Enter thefile name hosts.slave.db (effectively the slave copy of the DNS data
base)

e. Enter thelP address of the Master DNS Server (in thisexample, the |P address of the
Management Server, that was set up in Section |.1)

Repeat steps a to e above specifying the domain identifier as follows:
‘nnn.nnn.nnn. inaddr.arpa’, where 'nnn.nnn.nnn' is the reverse | P address of the
Master DNS Server.

Note

If the Master IP address is 16.123.456.789, this entry will befor 456.123.16.in-
addr . arpa thereby defining reverse lookups for al |P addressesin that range. The
file namein this case will be hosts.slave.rev (that is, the reverse lookup file for
the DNS database). The IP address will be the | P address of the Master DNS server.

Add any more zones being served by this slave (if appropriate) in the same manner.
Select the OK/Next screen option.

Add a name server. Specify the hosthame and | P address of the Master DNS server (as
setup in Section 1.1)

Select the OK/Next screen option.

When prompted, select the option to Start/Restart the named daemon. Click the check-
box and select the Next option.

When prompted to change the hostname, enter No (to avoid confusing the rmshost set-
tings).

Select the Finish option to complete the setup.
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1.2.3 Test the Slave DNS Server
To test that the slave DNS server isworking:

1

Verify that the named daemon has been started on the slave server. If thisisacluster
(management server cluster or standard SC cluster), the named daemon is started as a
caa_application, so use caa_stat to check the status.

Check that the hosts.slave.db and hosts.slave. rev database files have been
transferred successfully over from the master DNS server. The files should residein the
location: /Zetc/namedb/ on the save server. On a cluster, log on to the cluster aliasto
check the file location.

Run nslookup on the dlave server (in this case any node in the cluster) and check that
all hosts defined in the master database can be resolved.

On the Master DNS server (in this case the management server), add another host entry
into the Zetc/namedb/src/hosts file, and rebuild the DNS database as follows;

atlasms# /etc/namedb/make all
Refer to step 17 in Section 1.1.1 above for more explanation.

Stop and restart the named daemon on the master (use the caa_stop or caa_start
commands if on a cluster).

On the dlave server, run the nslookup command and resolve one of the new names
added to the server's DNS database.
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[.3 Other Configurations

The management server can be also set up as aslave DNS server, with the cluster(s) as DNS
clients, by following the stepsin Section |.2.
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Configuring MSA1000

This appendix provides information on configuring MSA 1000 and contains the following
sections:

*  Preparing to Upgrade the MSA 1000 Firmware (see Section J.1 on page J-2)
e Upgrading MSA 1000 Firmware (see Section J.2 on page J-3)
* MSA1000 Sample Configuration (see Section J.3 on page J-7)
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Preparing to Upgrade the MSA1000 Firmware

J.1 Preparing to Upgrade the MSA1000 Firmware

J-2

For qualification reasons, the MSA 1000 controller firmware needs to be upgraded to at least
the recommended revision before the storage is actually used by the Tru64 systems.

The process of upgrading the MSA 1000 firmware requires a single Tru64 node with afibre
channel connection to the MSA1000. If the management server has such afibre channel con-
nection, then the upgrade can be performed using the management server whileit is booted
from CD-ROM.

If the management server does not have a fibre channel connection, then the first node of the
first domain can be used to perform the upgrade. However, it will be necessary to install the
domain(s) in two phases so that the M SA 1000 controller firmware can be upgraded prior to
the MSA 1000 storage itself being used by the clu_create phase. The sequencein such a
situation is as follows:

1. Follow the stepsto install when the system has a management server as described in
Chapter 5.

2. Begintheingallation of the domains as described in Create the Domains (see Section 7.4
on page —23), but halt the installation process at the NHD_Instal led state as follows:

atlasms# sra install -domains all -unixpatch /patches/patch kit -sckit
/cdrom/kits -sysconfig /cdrom/Examples/sysconfigtab -endstate
NHD Installed

3. Upgrade the MSA 1000 controller firmware from the at1as0 node as described in
Upgrading MSA 1000 Firmware (see Section J.2 on page J-3)

4. Configure the MSA 1000 RAID Controllers as described in Configure the MSA 1000
RAID Storage (see Section 3.16.2 on page —64)

5. At this point, the normal installation process should be resumed beginning with the fol-
lowing command:

atlasms# sra install -domains all -unixpatch /patches/patch kit -sckit
/cdrom/kits -sysconfig /cdrom/Examples/sysconfigtab

Where this command will continue from the endstate defined in the earlier command.
The remainder of the system installation will now proceed as documented in Chapter 7.
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J.2 Upgrading MSA1000 Firmware

Assuming that atlaso is booted to a UNIX prompt, then to upgrade the M SA 1000 control-
ler firmware, you should perform the following steps.

1. Verify the current MSA 1000 controller firmware, by running the following command
from the MSA 1000 command line interface:

CLI> show this controller

Controller:

MSA1000 (c) Compag P56350D9I0S070 Software 2.38 Build 122 Hardware 7
Controller Identifier:

NODE_ID = 500805F3-000751E0

SCSI_VERSION = SCSI-3

Supported Redundancy Mode: Active/Standby
Current Redundancy Mode: Active/Standby
Current Role: Active

Device Port SCSI address 6

Host Port_1:

REPORTED PORT ID 500805F3-000751E1
PORT 1 TOPOLOGY = F_Port

Cache:

Unconfigured Version 2

Cache is GOOD, but Cache is NOT configured.
No unflushed data in cache

Battery:

Module #1 is fully charged and turned on.
CLI>

Table 3-5 lists the supported firmware versions. If the controller firmware versionis
lower than the recommended version then you should upgrade the MSA 1000 firmware
asfollows:

2. Download the MSA 1000 firmware zip file from the following location:

<http://h18006.wwwl.hp.com/products/storageworks/softwaredrivers/
msal000/index.html>

3. Create adirectory on the management server as follows:
atlasO# mkdir /usr/kits/msal000-fw

4. Extract to the new directory the following files: MSAV330A . bin and
Tru64instal INotes.txt

5. Follow the Tru64Instal INotes. txt file for the most up to date steps required to
upgrade the firmware. However, an example of the steps required to upgrade the
MSA1000 firmware is shown in Example J-1.
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Example J-1 Upgrading MSA1000 Firmware - Sample Output

CLI> show this controller

Controller:

MSA1000 (c) Compag P56350D9I0S070 Software 2.38 Build 122 Hardware 7
Controller Identifier:

NODE ID = 500805F3-000751E0

SCSI_VERSION = SCSI-3

Supported Redundancy Mode: Active/Standby
Current Redundancy Mode: Active/Standby
Current Role: Active

Device Port SCSI address 6

Host Port 1:

REPORTED PORT ID 500805F3-000751E1l
PORT 1 TOPOLOGY = F_Port

Cache:

Unconfigured Version 2

Cache is GOOD, but Cache is NOT configured.
No unflushed data in cache

Battery:

Module #1 is fully charged and turned off.
CLI>

Identify the bus/target/lun identification for the MSA 1000 to upgrade as follows:
atlasO# /sbin/hwmgr view device | grep MSAl000 | grep -v VOLUME
81: /dev/cport/scp0 MSA1000 bus-4-targ-0-lun-0

atlasO# /sbin/hwmgr show scsi -full -id 81

SCSI DEVICE DEVICE DRIVER NUM DEVICE FIRST

HWID: DEVICEID HOSTNAME TYPE SUBTYPE OWNER PATH FILE VALID PATH
81: 4 scmsal raid none 0 2 scp0 [4/0/0]
WWID:02000008:5008-05£3-0007-51e0

BUS TARGET LUN PATH STATE

Launch the SCSI CAM Utility program to upgrade the MSA controller firmware as follows:

atlasO# /sbin/scu
scu> sbtl 4 0 0

Device: MSA1000, Bus: 4, Target: 0, Lun: 0, Type: Array Controller

scu> tur

scu> download MSAv330A.bin save segment

Downloading File 'MSAv330A.bin' of 1048576 bytes in 8192 byte segments...
Download completed successfully, now saving the microcode. ..

Delaying for 120 seconds while firmware is saved, please be patient... 100

Delaying for 120 seconds while firmware is saved, please be patient... 85

scu> exit
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atlasO#

At this point, the MSA 1000 command line interface will display the following message:

CLI>

WRITE BUFFER SUCCESS: Successfully Validated MSA1000 FW Image!
Flashing MSA1000 Firwmare...done

Powercycle to activate new MSA1000 FW!

You should now perform the following additional steps to upgrade the left controller:
1. Powercycletheright controller and wait for the boot sequence to complete.

2. Plugintheleft controller.

3. Clonetheleft controller firmware by using the front panel arrows on the MSA 1000 |eft
controller.

4. Verify the updated firmware MSA 1000 controller firmware, by running the following
commands from the MSA 1000 command line interface:

CLI> show this controller

Controller:

MSA1000 (c) Compag P56350D9I0S070 Software 3.30 Build 211 Hardware 7
Controller Identifier:

NODE ID = 500805F3-000751E0

SCSI_VERSION = SCSI-3

Supported Redundancy Mode: Active/Standby
Current Redundancy Mode: Active/Standby
Current Role: Active

Device Port SCSI address 6

Host Port 1:

REPORTED PORT ID 500805F3-000751E1
PORT 1 TOPOLOGY = F_Port

Cache:

Unconfigured Version 2

Cache is GOOD, but Cache is NOT configured.
No unflushed data in cache

Battery:

Module #1 is fully charged and turned off.

CLI> show other controller

Controller:

MSA1000 (c) Compag P56350D9I0SO0KX Software 3.30 Build 211 Hardware 7
Controller Identifier:

NODE_ID = 500805F3-000751E0

SCSI_VERSION = SCSI-3

Supported Redundancy Mode: Active/Standby
Current Redundancy Mode: Active/Standby
Current Role: Standby

Device Port SCSI address 7

Host Port_ 1:

REPORTED PORT ID 500805F3-000751E9
PORT 1 TOPOLOGY = F_Port
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Cache:

Unconfigured Version 2

Cache is GOOD, but Cache is NOT configured.
No unflushed data in cache

Battery:

Module #1 is fully charged and turned off.
CLI>
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J.3 MSA1000 Sample Configuration
Example J-2 displays a sample flow and output when configuring M SA1000.

Example J-2 Sample MSA1000 Configuration

CLI> show connections
Global ris doesn't exist.

Connection Name:
Host WWNN =
Host WWPN =

<Unknown>
20000000-C9311D90
10000000-C9311D90

Profile Name = Default
Unit Offset = 0
Controller 2 Port 1 Status = Online

Connection Name:
Host WWNN =
Host WWPN =

<Unknown>
20000000-C9311CD6
10000000-C9311CD6

Profile Name = Default
Unit Offset = 0
Controller 1 Port 1 Status = Online

CLI>

MSA1000 Sample Configuration

No named connections exist.

Themessage Global ris doesn't exist. No named connections exist shown
above is displayed when there is no storage unit created. Creating storage unitsisthefirst
action to perform on MSA 1000 configuration, otherwise all commands would fail, as can be

seen for the add connection command below:

CLI> add connection N0000-0 Host WWPN = 10000000-C9311CD6 profile=Tru64 offset=0
Cannot save any connection information because global ris is NULL.

CLI> show disks

Disk List:

Disk101
Disk102
Disk103
Disk104
Disk105
Disk108
Disk109
Disk110
Diskl11l1l
Disk112
Disk114
Disk201
Disk202
Disk203
Disk204

(box, bay)

(1,01)
(1,02)
(1,03)
(1,04)
(1,05)
(1,08)
(1,09)
(1,10)
(1,11)
(1,12)
(1,14)
(2,01)
(2,02)
(2,03)
(2,04)

(bus, ID
(0,00
(0,01
(0,02
(0,03
(0,04
(1,00
(1,01
(1,02
(1,03
(1,04
(1,08
(2,00
(2,01
(2,02

)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
(2,03)

Size

36
36
36
36
36
36
36
36
36
36
36
36
36
36
36

.4GB
.4GB
.4GB
. 4GB
.4GB
.4GB
. 4GB
.4GB
.4GB
. 4GB
.4GB
.4GB
.4GB
.4GB
.4GB

Units

none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
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Disk205 (2,05) (2,04) 36.4GB none
Disk208 (2,08) (3,00) 36.4GB none
Disk209 (2,09) (3,01) 36.4CGB none
Disk210 (2,10) (3,02) 36.4GB none
Disk211 (2,11) (3,03) 36.4GB none
Disk212 (2,12) (3,04) 36.4GB none

CLI> add unit 1 RAID level=1 data="diskl0l disk201"
First volume to be configured on these drives.
The logical unit size has been adjusted by 6MB for

Logical Unit size = 16378 MB
RAID overhead = 16378 MB
Total space occupied by new unit = 32756 MB
Free space left on this volume: = 36696 MB

Unit 1 is created successfully.

CLI> add unit 2 RAID level=1 data="diskl101l disk201"
The logical unit size has been adjusted by 2MB for

Logical Unit size = 1498 MB
RAID overhead = 1498 MB
Total space occupied by new unit = 2996 MB

Free space left on this volume: 33698 MB

Unit 2 is created successfully.

CLI> add unit 3 RAID level=1 data="diskl101l disk201"
The logical unit size has been adjusted by 6MB for

Logical Unit size = 16378 MB
RAID overhead = 16378 MB
Total space occupied by new unit = 32756 MB
Free space left on this volume: = 942 MB

Unit 3 is created successfully.

CLI> show disks

Disk List: (box,bay) (bus,ID Size Units

)
Disk101 (1,01) (0,00) 36.4GB 1, 2, 3
Disk102 (1,02) (0,01) 36.4GB none
Disk103 (1,03) (0,02) 36.4GB none
Disk104 (1,04) (0,03) 36.4GB none
Disk105 (1,05) (0,04) 36.4GB none
Disk108 (1,08) (1,00) 36.4GB none
Disk109 (1,09) (1,01) 36.4GB none
Disk110 (1,10) (1,02) 36.4GB none
Disk111l (1,11) (1,03) 36.4GB none
Disk112 (1,12) (1,04) 36.4GB none
Diskl114 (1,14) (1,08) 36.4GB 1, 2, 3
Disk201 (2,01) (2,00) 36.4GB 1, 2, 3
Disk202 (2,02) (2,01) 36.4GB none
Disk203 (2,03) (2,02) 36.4GB none
Disk204 (2,04) (2,03) 36.4GB none
Disk205 (2,05) (2,04) 36.4GB none
Disk208 (2,08) (3,00) 36.4GB none
Disk209 (2,09) (3,01) 36.4GB none
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Disk210 (2,10) (3,02) 36.4GB none
Disk211 (2,11) (3,03) 36.4GB none
Disk212 (2,12) (3,04) 36.4GB none

CLI> show connections

Connection Name: <Unknowns>
Host WWNN = 20000000-C9311D9S0
Host WWPN = 10000000-C9311D90
Profile Name = Default
Unit Offset = 0
Controller 2 Port 1 Status = Online

Connection Name: <Unknowns>
Host WWNN = 20000000-C9311CD6
Host WWPN = 10000000-C9311CD6
Profile Name = Default
Unit Offset = 0
Controller 1 Port 1 Status = Online

CLI>

CLI> set unit id 1 1
Device identifier 1 created.

CLI> set unit id 2 2
Device identifier 2 created.

CLI> set unit id 3 3
Device identifier 3 created.

CLI>

CLI> add connection N0000-0 WWPN=10000000-C9311CD6 profile=Tru64 offset=0
Connection has been added successfully.
Profile Tru64 is set for the new connection.

CLI> add connection N0000-1 WWPN=10000000-C9311D90 profile=Tru64 offset=0
Connection has been added successfully.
Profile Trué4 is set for the new connection.

CLI> show connections

Connection Name: N0000-0
Host WWNN 20000000-C9311CD6
Host WWPN = 10000000-C9311CD6
Profile Name = Trué64
Unit Offset = 0
Controller 1 Port 1 Status = Offline

Connection Name: N0000-1
Host WWNN = 20000000-C9311D90
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Host WWPN = 10000000-C9311D90
Profile Name = Trué4

Unit Offset = 0

Controller 2 Port 1 Status = Offline
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