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About This Manual

This manual describes the Tru64 UNIX Asynchronous Transfer Mode (ATM)
subsystem and how to use the ATM kernel interfaces. This document does
not describe the application programming interface (API) that user-level
applications would use to access the ATM subsystem. Also, this manual

is not an ATM networking tutorial.

After reading this manual, you should be able to:
¢ Understand the ATM subsystem architecture
¢ Understand how the different kernel interfaces operate

e Write a kernel module

Audience

This manual is for experienced UNIX kernel programmers responsible for
writing device drivers and kernel modules. These programmers should be
familiar with the following:

e ATM technology
e ATM Forum User-Network Interface (UNI) Version 3.0 specification

¢ (C language programming

The secondary audience is system administrators responsible for configuring
network software. These system administrators should be familiar with
the following:

e ATM technology
e ( language
¢ Programming interfaces for UNIX operating systems

New and Changed Features

This manual has been revised, and includes the following changes:

e Appendix A has been revised to include a new routine for unregistering
device driver modules.

Organization

This manual is organized into nine chapters and three appendixes.
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Chapter 1 Provides an overview of the Tru64 UNIX Asynchronous Transfer
Mode (ATM) architecture and its kernel interfaces.

Chapter 2 Describes the ATM header files, generic data structures,
macros, and return codes that ATM modules use.

Chapter 3 Describes the ATM device driver interface, its tasks and
routines, and associated data structures.

Chapter 4 Describes the ATM signaling module interface, its tasks
and routines, and associated data structures.

Chapter 5 Describes the ATM convergence module interface, its tasks
and routines, and associated data structures.

Chapter 6 Describes how ATM connections are initiated and terminated,
and includes some code fragments that show how these
tasks are implemented in software.

Chapter 7 Describes the ATM Module Management Interface (MMI).
Chapter 8 Describes queuing information that kernel mod-

ule writers require.
Chapter 9 Describes the flow control in the ATM subsystem.
Appendix A Describes the ATM CMM routines in reference-page format.
Appendix B Contains programming code fragments that show

certain connection-related tasks.

Appendix C Contains ATM cause and diagnostic codes, their message
strings, and brief descriptions.

Related Documents
For information about Tru64 UNIX device driver programming, refer to the
following manuals that are part of the Device Driver Documentation kit:
o  Writing Device Drivers
®  Reference Pages, Section 9r, Device Drivers (Volume 1)
®  Reference Pages, Section 9s, 9u, and 9v, Device Drivers (Volume 2)
e Writing Network Device Drivers
e  Writing TURBOchannel Device Drivers
e  Writing EISA and ISA Bus Device Drivers
e  Writing VMEbus Device Drivers
e  Writing PCI Bus Device Drivers
e Writing Device Drivers for the SCSI/CAM Architecture Interfaces

For information on kernel module programming, refer to the Writing Kernel
Modules manual.

xiv  About This Manual



For additional information about ATM, refer to the ATM User-Network
Interface Specification, Version 3.0 ISBN 0-13-225863-3 and the ATM

User-Network Interface Specification, Version 3.1 ISBN 0-13-393828-X, both
published by Prentice Hall.

For information on installing a HP ATM adapter and its device driver, see

the documentation that comes with the adapter.

For information about administering networking interfaces, refer to
the System Administration manual and the Network Administration:

Connections manual. For information on configuring the ATM subsystem,

see

the Network Administration: Connections manual.

Icons on Tru64 UNIX Printed Manuals

The printed version of the Tru64 UNIX documentation uses letter icons on
the spines of the manuals to help specific audiences quickly find the manuals
that meet their needs. (You can order the printed documentation from HP.)

The following list describes this convention:

G

S
P
R

Manuals for general users
Manuals for system and network administrators
Manuals for programmers

Manuals for reference page users

Some manuals in the documentation help meet the needs of several
audiences. For example, the information in some system manuals is also
used by programmers. Keep this in mind when searching for information
on specific topics.

The Documentation Overview provides information on all of the manuals in
the Tru64 UNIX documentation set.

Reader’s

Comments

HP welcomes any comments and suggestions you have on this and other
Tru64 UNIX manuals.

You can send your comments in the following ways:

Fax: 603-884-0120 Attn: UBPG Publications, ZK03-3/Y32
Internet electronic mail: r eaders_commrent @k3. dec. com

A Reader’s Comment form is located on your system in the following
location:

/usr/doc/ readers_coment .t xt
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Please include the following information along with your comments:

e The full title of the manual and the order number. (The order number
appears on the title page of printed and PDF versions of a manual.)

¢ The section numbers and page numbers of the information on which
you are commenting.

e The version of Tru64 UNIX that you are using.

e Ifknown, the type of processor that is running the Tru64 UNIX software.
The Tru64 UNIX Publications group cannot respond to system problems or

technical support inquiries. Please address technical questions to your local
system vendor or to the appropriate HP technical support office. Information

provided with the software media explains how to send problem reports to
HP.

Conventions

This document uses the following typographic conventions:

%

$ A percent sign represents the C shell system prompt.
A dollar sign represents the system prompt for the
Bourne, Korn, and POSIX shells.

# A number sign represents the superuser prompt.

% cat Boldface type in interactive examples indicates
typed user input.

file Italic (slanted) type indicates variable values,
placeholders, and function argument names.

[]]

{]} In syntax definitions, brackets indicate items that

are optional and braces indicate items that are
required. Vertical bars separating items inside
brackets or braces indicate that you choose one item
from among those listed.

In syntax definitions, a horizontal ellipsis indicates
that the preceding item can be repeated one or
more times.

xvi About This Manual



cat (1) A cross-reference to a reference page includes
the appropriate section number in parentheses.
For example, cat (1) indicates that you can find
information on the cat command in Section 1 of
the reference pages.

In an example, a key name enclosed in a box
indicates that you press that key.

Ctrl/x This symbol indicates that you hold down the
first named key while pressing the key or mouse
button that follows the slash. In examples, this
key combination is enclosed in a box (for example,

Ctrl/C)).
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Overview of ATM Architecture

Asynchronous Transfer Mode (ATM) networks promise to become the
dominant network interconnect because they provide the following
capabilities:

Speeds from 25 M/bps to up to 622 M/bps or greater through
cell-switching.

Multiple qualities of service.

Connection-oriented interconnection with resource reservation for
individual connections. These connections might be for conversations
between two applications or for a connection over which many
conversations between many applications and protocols are multiplexed.

Presently, interest in implementing ATM networks, particularly in the local
area, comes from applications that need the high speed and the low latency
(switched, full duplex network infrastructure) that ATM networks provide.

1.1 ATM Subsystem

The ATM subsystem is a separately configurable kernel subsystem with
the following characteristics:

Provides a set of ATM-related services to kernel and user applications.
These applications, in turn, must provide their own interface to ATM.

Provides a well-defined set of interfaces for using these services.
Chapter 2 through Chapter 9 describe the interfaces and services.

Is optimized for ATM functions; does not provide support for a specific
set of user protocols.

Is flexible and easy to expand and adapt to changing requirements.

Provides an open interface for ATM hardware designers and for software
developers to interface new or existing protocols to ATM.

The ATM subsystem consists of the following parts:

Connection Management Module (CMM)

This module handles all communications between the various elements
of the ATM subsystem as well as managing all virtual circuits (VCs) and
communications with protocol stacks that use ATM.

Overview of ATM Architecture 1-1



¢  One or more ATM hardware adapter device drivers

These device drivers handle the hardware-specific details for controlling
specific adapters.

¢  One or more signaling protocol modules

These modules implement specific protocols for communicating
connection management information between the end system and the
switch. In this implementation, UNI 3.0/3.1 is the default signaling
protocol module that the ATM subsystem uses.

Figure 1-1 illustrates the ATM subsystem.

Figure 1-1: ATM Subsystem
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The ATM subsystem supports any number of ATM device drivers and
signaling protocol modules as long as the actions of these modules do not
interfere with each other. ATM modules should communicate only with the
CMM as the CMM coordinates all communications between ATM modules.
ATM modules should never bypass the CMM and communicate with each
other directly.

The three elements of the ATM subsystem provide only raw ATM services.
They do not implement any specific protocol for carrying data over the ATM
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network. That is, the ATM subsystem is entirely protocol independent. If
a specific protocol wants to use the ATM network to transport data, the
protocol must provide an interface into the ATM subsystem.

The programs that provide the interface between the ATM subsystem and
specific protocols are called convergence modules. These modules, using the
ATM subsystem interface Kernel Programming Interface (KPI), control the
creation and use of ATM virtual circuits (VCs) in a manner appropriate

for the protocol. Since different protocols have different requirements, the
ATM subsystem leaves the adaptation of the protocol to use ATM entirely
up to the protocol implementor. The ATM subsystem does not provide any
protocol-specific services.

1.1.1 Connection Management Module

The CMM is the central module in the ATM subsystem and has the following
duties:

e Manages all activities of the ATM subsystem, including subsystem
configuration. All data to and from the ATM networks must pass through
the CMM to get properly routed to the correct destination.

e Handles all circuit connection requests from protocol modules
(convergence modules) and manages all VCs from the time they are
created until they are torn down.

* Provides interface points for other elements of the ATM subsystem, as
well as the interfaces for accessing the ATM subsystem from kernel
protocol stacks. These interfaces permit the modular addition of drivers,
signaling modules, management modules, and protocol stack interfaces
without having to make changes to the CMM.

¢ Provides the only interface into the ATM subsystem from the kernel.
ATM modules are accessed only through the CMM.

1.1.2 CMM Interfaces

The CMM provides the following interfaces:
e ATM device driver interface

ATM adapter device drivers use this interface to access the ATM
subsystem. See Chapter 3 for more information.

¢ Signaling module interface

Modules that implement ATM signaling protocols use this interface.
This interface allows multiple signaling modules to provide services to
protocol stacks on a per-VC basis, as long the signaling modules do not
conflict on the ATM network. See Chapter 4 for more information.
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¢ Convergence module interface

Kernel protocol stacks use this external interface to the ATM subsystem
to gain access to the ATM subsystem services. See Chapter 5 for more
information.

These interfaces are registration-type interfaces. Each makes calls to the
CMM to inform the CMM of its presence. The CMM places no limit on the
number of each type of module that may register, the total number being
limited only by system resources.

1.2 ATM Subsystem Configuration

Before you communicate on the ATM network, you must install a HP ATM
adapter and configure the ATM software. See the installation and service
documentation shipped with the adapter for information on installing the
ATM adapter, and the Network Administration: Connections manual for
information on configuring the ATM software.
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2

ATM Subsystem General Features

This chapter describes the following ATM features that writers of ATM
device drivers, signaling modules, and protocol convergence modules can use:

Header files

Module configuration management
Error codes

Data formats

Physical point of attachment
Memory allocation

ATM locking macros

Types of circuits

Global data structures

2.1 Header Files

When building kernel modules to interface with the ATM subsystem,
your application must include the following header files (located in the
{usr/include/iolatn sys directory):

at m h — Common ATM subsystem structures, function prototypes, and
ATM error codes (required by all ATM kernel modules)

at m adi . h — Device driver interface function prototypes and structures
(required by all ATM device drivers)

at m sm . h — Signaling protocol module interface function prototypes
and structure definitions (required by all signaling protocol modules)

at m cm . h — Protocol convergence module interface function prototypes
and structure definitions (required by all protocol convergence modules)

at m osf. h — Macros and constants for services that ATM subsystem
modules use

In addition, the protocol convergence module code must include any
signaling protocol-specific module header files that define structures used by
protocol convergence modules.
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The at m h header file defines all the global data structures as well as the
revision level of these structures. The ATM REVI SI ON constant, which

is defined in this file, is passed to the CMM by device drivers, signaling
modules, and convergence modules during their registration process. The
CMM uses this constant to determine which version of global structures the
modules use; it should not be changed.

2.2 ATM Module Configuration

All ATM modules should use the standard configuration management
routine for initializing and configuring modules. This routine also provides
the sysconfi g utility, which allows you to tune ATM modules without
having to use a data file or recompile code. See the Writing Kernel Modules
and sysconf i g(8) for information on the configuration routine and
sysconfi g utility, respectively. See sys_at t r s_at m5) for information on
tuning the ATM subsystem.

2.3 Error Codes

The / usr/ sys/incl ude/i o/ at nf sys/ at m h header file contains
ATM-specific error codes that are returned by all modules within the ATM
subsystem to indicate the result of an operation. These codes consist of
standard User-Network Interface (UNI) 3.0/3.1 error numbers and error
numbers specific to this operating system.

When a function call is completed with no errors, the function must return
the value ATM_CAUSE_GOOD. Unsuccessful completion is indicated by the
return of some other value. Only the values listed in the at m h header
file can be returned. Routines returning error codes to system calls or
management routines must return standard error codes as defined in the
sys/ errno. h file.

All ATM subsystem routines use type at m error _t to indicate the outcome
of an operation and all ATM subsystem modules must also do so. An

atm error _t can take on one of the values listed in at m h. The ATM
signaling modules are responsible for translating values to external network
representations when necessary.

2.4 Data Formats

The type of data transmitted and received on a virtual circuit (VC) depends
on the type of ATM Adaption Layer (AAL) protocol the convergence module
specifies when setting up the VC.

The type of data a convergence module and the CMM exchange depends
on the Segmentation and Reassembly (SAR) capabilities of the underlying
device driver and hardware adapter. Convergence modules must be prepared
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either to handle drivers of differing capabilities or to recognize a driver
that does not support the capabilities required by the convergence module.
The convergence module interfaces provide a mechanism for convergence
modules to obtain a driver’s capabilities for making this determination.

Some device drivers or adapters implement some SAR functions in hardware
or in a combination of hardware and software. This makes sending and
receiving specific types of data more efficient. For example, TURBOchannel
and Peripheral Component Interconnect (PCI) ATM adapters implement
AALS5 in hardware. Other hardware may implement AAL3/4 or may be
able to handle only raw ATM cells. Since the ATM subsystem is designed

to accommodate a wide variety of drivers, it provides mechanisms for
dealing with drivers of varying capabilities. It is the convergence module’s
responsibility to use the capabilities of a driver or an ATM interface in the
best way possible for the protocol it is implementing.

The ATM subsystem can handle the following types of ATM data:
e Raw ATM cells (full ATM cells, including cell headers)
e (Cooked packet Protocol Data Units (PDUs)

2.4.1 Raw ATM Cells

If a convergence module needs to transmit raw ATM cells, it should first
determine if the underlying driver supports this service (some drivers

may support only cooked data). If the driver cannot handle raw cells, the
convergence module should not make or accept connections over the interface
controlled by the driver. The convergence module should use the driver only
if the driver provides compatible capabilities.

2.4.2 Cooked Data

If a convergence module needs to transmit cooked data (data packets, such
as AALS5, rather than individual cells), it should first determine if the
underlying driver supports this service (some drivers may support only raw
data or may not cook the data in the needed AAL format). The convergence
module should use the driver if the driver provides compatible capabilities.
If a driver does not support the required capabilities, but does support raw
cells, the convergence module can perform the SAR functions internally and
then send and receive raw cells. Otherwise, the convergence module should
not accept or make connections over the interface controlled by the driver.

2.4.3 How the Data Is Carried

Both cell and packet data in the ATM subsystem are carried in a chain of
mbufs. The routines for allocating and manipulating the mbufs are the same
as those the networking subsystem uses. The data representation within
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the mbuf chain depends on the type of data (raw or cooked) being carried by
the mbufs. When an mbuf chain contains raw cells, each mbuf in the chain

contains exactly one ATM cell, a full 53-byte cell with Generic Flow Control
(GFC) and Payload Type Indicator (PTI) bits set.

An mbuf chain can contain one or more ATM cells, each in its own mbuf.
When an mbuf chain is carrying packet Protocol Data Units (PDUs) (AAL3/4
or AAL5 PDUs), the mbuf chain will contain exactly one packet PDU. On
outgoing packets, the number of bytes in the packet must be less than

or equal to the maximum transmission unit (MTU) of the VC on which
the packet is transmitted. The mbuf chain must contain the appropriate
headers and trailers (the AAL3/4 or AAL5 Convergence Sublayer Protocol
Data Unit (CS-PDU) headers and trailers). If the device driver or adapter
adds headers and trailers, the driver must strip off this extra information
on outgoing packets. The drivers must include the CS-PDU headers and
trailers on received packets.

2.4.4 Time-Stamping

When a driver receives raw ATM cells, the driver must be capable of
optionally time-stamping the incoming cells to assist convergence modules
or other protocol modules in determining intercell intervals; this might be
required when processing constant bit rate (CBR) or variable bit rate (VBR)
traffic. If a convergence module enables time-stamping of incoming data,
the device driver must add an 8-byte time-stamp immediately after the cell
bytes in the mbuf, increasing the mbuf length to 61 bytes.

On Tru64 UNIX systems, the time-stamp is the value read from the
free-running system clock at the time the packet was received by the driver.
This value has a 10-nanosecond resolution, but the value is accurate to only
a few microseconds. This is because the time-stamp is not generated by
the hardware when the packet arrives, but by the driver during its receive
interrupt processing.

The driver can also optionally indicate lost or corrupted cells in the data
stream. Cell loss can be due to hardware errors, the failure of cyclical
redundancy checks (CRC), or insufficient resources to hold the incoming cell.
The actual cause of local cell loss can vary between drivers. To indicate a
lost cell in the data stream, the driver should insert a 0 length mbuf in the
data stream where the cell was lost. Only one of these needs to be inserted
if multiple sequential cells are lost. If time-stamping is enabled, the lost
cell indicator will be an 8-byte mbuf with the time-stamp indicating the
temporal position of the lost cell. The protocol convergence module can use
this information for clock recovery, if necessary.
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2.5 Physical Point of Attachment

The physical point of attachment (PPA) is a network services endpoint. It is
the point at which the network services are provided and to which network
services users attach to the network services. Each PPA represents a unique
addressable entity on the network, identifying a provider of network services
on both the local system and the network. When a call is placed on an
ATM network, only the PPA is addressed; the PPA’s address is registered
with the ATM switch.

Although the network can address the PPA through the PPA address, the
network cannot use the same address to address individual network services
users attached to the PPA. For this, the ATM network uses ATM End System
Addresses (AESAs). An AESA uniquely identifies both the network services
endpoint and a specific network services user attached to that endpoint.

UNTI 3.0/3.1 AESA-format ATM addresses consist of the following parts:
e A prefix — Assigned by the switch
¢ End system identifier (ESI) — Assigned by the local host

e A selector byte — Used by the network services provider on the end
system to route a call to a specific network services user attached to a
PPA

The first two parts together are registered with the ATM switch and
network, and uniquely identify a PPA to which network services users may
attach. Both the host and the switch must combine these two pieces of
information to form complete addresses. This is done through the Integrated
Local Management Interface (ILMI) protocol when new addresses are added
or deleted. The CMM, in cooperation with signaling modules, keeps track of
these two parts so that all addresses associated with either a prefix or an
ESI are properly managed. Since the prefix is assigned by the switch, the
CMM leaves the management of the prefixes up to the address registration
and management portion of the signaling module.

ESI values have the following sources:
¢ The ESIs configured in the ATM adapter’s read-only memory (ROM)

e ESIs configured by the system or network administrator, who uses the
at nconfi g command

e ESIs configured by convergence modules that need to create their own
ATM addresses

The first two ESIs are considered global or public ESIs. All PPAs created
from global ESIs are available to all convergence modules. Only the system
or network administrator can delete global ESIs. ESIs that convergence
modules create are considered private. All PPAs created from private ESIs
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are available only to the convergence module that configured the ESI on
the system. These ESIs can be deleted by either the system or network
administrator or by the creating convergence module. The CMM keeps track
of ESI sources (in the at m esi structure) to assure that only the correct
entity can remove an ESI (and all associated PPAs and the VCs associated
with those PPAs).

Since ATM permits an arbitrary number of ESIs and prefixes to be registered
for a specific connection to the network, an end system can have an arbitrary
number of PPAs. Users of the ATM network services (convergence modules)
can attach their service to any combination of PPAs to make their service
available on the network. The process of attaching a service to a PPA is
called binding, and creates a full AESA that uniquely identifies a specific
instance of a service on the network. In the Tru64 UNIX ATM architecture,
all calls must be placed and received through bind points that represent
valid AESAs.

In the ATM subsystem, PPAs are created whenever an address is successfully
registered with the local network switch. When a PPA comes into existence,
convergence modules are notified and may bind their services to the PPAs.
Each PPA contains three pieces of information that uniquely identify it
among the different networks to which the host may be attached. Associated
with each PPA is a device driver (representing the physical connection to a
network), a signaling module (representing the protocol that controls the
administration of the PPA), and the PPA’s address on the network to which
it is attached. This permits PPAs on separate, disjoint networks to have the
same logical address, but to still be unique on the local system.

The ATM subsystem has two types of PPAs:
e Permanent virtual circuit (PVC) PPAs, which manage PVCs
e Switched virtual circuit (SVC) PPAs, which manage SVCs

You can specify as many services for PVC connections as for SVC connections.

2.5.1 Permanent Virtual Circuit PPAs

When an interface becomes active on a network, the CMM automatically
creates a special PPA for use in connecting PVCs to network services users.
A PVC PPA is a special PPA that has no network address and no associated
signaling module. It represents a path between the network and a network
services user. There is exactly one PVC PPA for each interface that is
operational. PVC PPAs are destroyed only when a driver is taken down or
unregistered with the CMM. PVC PPAs remain in place throughout network
disruptions.

Since PVC PPAs have no associated address, you must decide how to bind
a specific network services user to a PPA and how to uniquely identify the
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user on that PPA. Since PVCs are created locally either with the at nconfi g
administration command or by convergence modules, and do not have any
identifying characteristic that is unique on the network, you can assign an
arbitrary addressing scheme to PPA bindings. The only requirements are
that each network services user be uniquely identifiable and that there be a
large enough address space to accommodate as many services as all the SVC
PPAs can bind. See at ntonf i g(8) for more information.

In the ATM subsystem, a PVC bind point is identified not by an AESA,

but by values unique to each network services user (convergence module)
that binds to a PVC PPA. These values are the convergence module’s

name (provided when the convergence module registers with the CMM)
and a selector value used to specify a specific instance of a service on the
convergence module. Thus, a PVC network services user is identified by

a driver/convergence/selector tuple that identifies a specific instance of a
specific service on a specific network. The selector space for PVC bind points
is 31-bits wide and is local to each convergence module; each convergence
module has complete control over the selector values used to access instances
of its service. This provides a large enough bind space to enable convergence
modules to create a PVC binding for every SVC binding and to accommodate
both PVC and SVC access to its services.

2.5.2 Switched Virtual Circuit PPAS

When an ATM network interface is brought up, the signaling protocol that
uses the interface must contact the local switch to register the end system
with the network. For UNI 3.0/3.1, this involves exchanging addressing
information with the switch to create full ATM addresses, minus the selector
values. Each ATM address comprises a prefix value, which is assigned by
the network, and an ESI, which identifies the end system. ATM permits
the switch to assign an arbitrary number of prefixes and the end system

to provide an arbitrary number of ESIs, within reason and subject to
implementation-specific limitation. Each combination of prefix and ESI
forms an ATM address, or a network services endpoint (PPA).

When an address is registered with a switch, the registering signaling
module informs the CMM that a new network services endpoint exists. The
CMM then creates a PPA for the new address and notifies each convergence
module or the network services users of the new PPA so that they can create
AESA bindings, if necessary. Calls to remote systems are given the calling
party number of the bind point and PPA through which the call is placed.
Incoming calls are routed to bind points based on the called party’s AESA
address. Therefore, all SVC activity must use a bind point as the local
endpoint object. Calls received for an unbound AESA are rejected, and no
calls can be placed without first creating a bind point and calling party’s
AESA.
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The bind space for SVC PPAs is 8 bits long, the size of an AESA selector.

If a convergence module needs a larger binding space, it can create more
PPAs to which it can bind additional instances of its services. A convergence
module can create an SVC PPA for its private use by defining a new ESI

to the system. By defining a new ESI, one or more new PPAs are created
with the new ESI and the current prefixes provided by the switch. The
ATM subsystem recognizes PPAs made with ESIs created by a convergence
module and makes the new PPAs available only to the module that created
the ESI. This allows convergence modules to create their own address space
on the ATM network.

ESIs taken from an adapter’s ROM and ESIs created by using the

at nrconfi g command are considered global. All resulting PPAs are not
restricted to specific convergence modules. All other ESIs and their resulting
PPAs are considered private.

When a driver is taken down or a connection to the network is lost, the CMM
destroys all SVC PPAs, along with any bind points and VCs associated with
the PPAs. If the connection to the network is reestablished, the signaling
module must reregister all the ESIs; only the creator of the ESI or the system
administrator, using the at nconf i g command, can remove ESIs. The PPAs
are then recreated. The convergence modules must bind to the new PPAs.

2.6 Memory Allocation

All modules that allocate memory for use in the ATM subsystems should use
the same allocation mechanism. This enables the system to keep track of
memory allocated for use by ATM and provides a consistent programming
model. The following macros for allocating and freeing memory can be safely
called in any context:

ATM_MALLOC(pointer,cast,size)
ATM_MALLOCW(pointer,cast,size)
ATM_MALLOC_VAR(pointer,cast,size)
ATM_MALLOCW_VAR(pointer,cast,size)
ATM_FREE(pointer)

The ATM_MALLOC and ATM_MALLOCWmacros allocate memory of at least

si ze bytes. They place the address of the allocated memory into poi nt er,
casting it with the type of cast . The allocated memory is correctly aligned
for any operation. You should use these macros if the size of the allocation is
determined at compile time, as they are optimized for that purpose.

The ATM_MALLOC VAR and ATM_MALLOCW VAR macros perform the same
function as ATM _MALLCOC and ATM_MALLOCW You should use these macros
when the allocation size is computed at run time.
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The ATM_MALLOC and ATM MALLOC VAR macros do not block if the requested
memory is not available, but return NULL. You should use these macros in
the majority of cases since any routine called by the ATM Subsystem is not
allowed to block (except Module Management Interface (MMI) calls).

The ATM_MALLOCWand ATM_MALLOCW VAR macros block until the requested
memory is available. However, they can still return NULL if an error occurs
during the allocation processing. Use these macros only in contexts that
can block (system calls and private kernel threads). All memory allocated
by these macros is mapped in kernel virtual memory and can be passed to
any kernel function.

The ATM_FREE macro frees memory allocated previously by any ATM_MALLOC
macro. The value of poi nt er must be identical to that returned from the
ATM_MALLCC macro. Once memory is freed, do not reference it again.

The macros return NULL if no memory is available. All modules must check
the return value before dereferencing them to assure that memory was
successfully allocated. Modules should also be prepared to handle situations
where memory is not available; this should not be a fatal error.

The following code fragment shows how to use these macros:

struct my_struct *nsp;

ATM _MALLOC( msp, struct my_struct *,sizeof (struct ny_struct));
if(msp == NULL)
{

/* allocation failed */
return ATM CAUSE NOVEM

}

/* use menory referenced by nsp */
ATM _FREE( msp) ;

2.7 ATM Locking Macros

The base ATM subsystem is symmetric multiprocessing (SMP) and
realtime (RT) safe. The CMM is highly parallelized and supports fine-grain
concurrency in all attached modules. ATM modules that are included with
the base ATM subsystem are either parallelized or funnel to the master
processor. Therefore, any user-created ATM module must be both SMP and
RT safe. The module must at least use funneling to force the module to run
on the master processor. The module can also use fine-grain concurrency
and locking.

The following section provides a brief overview of locking as it applies to
ATM modules. See the Writing Kernel Modules manual for a complete
description of locking within the kernel.
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2.7.1 Locking Guidelines

Because of the way in which the ATM subsystem operates, you should write
all routines of any ATM module that is called by the CMM to execute on an
interrupt stack. Many ATM functions execute either off a device interrupt,
the system soft clock, or an internal ATM thread. This means that no ATM
routine that the CMM calls can block (with the exception of the xxx_nm
routine described in Appendix A). Therefore, all locks must be nonblocking
simple locks. You can use blocking locks only from within a module’s private
thread, or when in a system call context.

No ATM module should hold a simple lock when calling outside the module
(in general, simple locks should be held the minimum amount of time).
Thus, when calling any CMM routine or any other kernel routine, no locks
should be held. When the CMM calls any module’s routine, no CMM locks
are held across the call.

Finally, before taking a simple lock, raise the processor priority to spl i np so
that interrupts are blocked if the locking thread happens to be running on
the master processor.

2.7.2 Types of Locking Methods

Modules that do not implement high levels of parallelism can implement one
of the following locking methods (in increasing order of preference):

¢ Coarse-grain locking
¢ Funneling

e Using threads

Coarse-grain locking uses one lock (or perhaps a few) to lock a large code
path or an entire module. Avoid this type of locking because it requires
that a simple lock be held for long periods of time, possibly causing all
other processors to block while waiting on the lock. Also, if the lock is held
through function calls outside the module, locking hierarchy violations or
deadlocks could result.

Funneling forces the module’s thread of execution onto a single CPU.

Since the module runs only on the master, it is effectively running in a
uniprocessor environment. Once funneled, all calls outside the module

also run on the master processor even though the called routine may

be parallelized. Funneling causes severe context switch overhead that
adversely affects module, ATM, and system performance. This is because
the module’s thread is suspended on the slave and then placed in the master
processor’s scheduling queue.

To funnel a thread, place the uni x_mast er () function call at the start of
and the uni x_r el ease() function call at the end of the code block to be
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funneled. There must be a corresponding uni x_r el ease() call for every
uni x_mast er () call. You must account for this when designing error paths
through a code block.

Creating a thread for the module and then queuing work to the thread is the
preferred option. All the module’s work is performed in the thread that can
run on only one processor (any processor in a multiprocessor environment).
Thus, within the thread’s code path no locks are required. Only the queuing
mechanism, which enqueues and dequeues requests to the thread, requires
locking.

Using this strategy, all module routines that can be called from outside

the module would allocate some queue structure, take the arguments to

the routine along with some identifier to identify the routine that has

been called, place them in this structure, and then enqueue the structure

to a service queue (locking service queue access). Once the structure is
enqueued, the module’s thread would be scheduled through one of the
thread-management calls. Then, when the thread is run, it would dequeue a
request from the service queue (again, locking the service queue) and process
the request in the thread’s context. The thread would run until there were
no more requests on the service queue. This does incur the overhead of a
context switch on a uniprocessor system, but on a multiprocessor system the
enqueuing could take place on one processor at the same time the thread is
being run on another.

2.7.3 Order of Locking Macros

The ATM locking functions are actually macros that invoke other macros,
and are defined in the at m osf . h file. The following sequence of steps lists
the locking macros and the order in which you call them in your module:

1. Declare and initialize the lock information structure.

atm_lock_info(, lock_info_name);

This declares the lock information structure and allocates storage for
it. Lock information structures are declared as globals, so this macro
should appear outside all functions. When creating a lock for structures
that are dynamically allocated, you need only a single lock information
structure that can be applied to all instances of the structure.

2. Declare a lock.

atm_lock_decl(lock_name)

Note

Do not put a semicolon at the end of the declaration.
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This declares the lock and allocates storage for it. You can use the macro
within a structure declaration or by itself in a global context.

3. Initialize the lock.

atm_lock_setup(&lock_name,& lock_info_name);

Be sure to pass the address of the lock and lock information structures
in this macro.

4. Take the lock.

atm_lock(& lock_name);

Be sure to raise the processor priority immediately before taking the
lock.

5. Release the lock.

atm_unlock(& lock_name);

Be sure to lower the processor priority immediately after releasing the
lock. Do not lower the processor priority while the lock is held.

6. If the lock is no longer needed, (for example, when storage for a
structure with an embedded lock is being released), terminate the lock.

atm_lock_terminate(&lock_name);

Once terminated, you can no longer use the lock unless you reinitialize
it.

The following code fragment shows the sequence of calls in creating and
using a lock:

atm | ock_decl (some_I ock)
atm | ock_i nfo(, some_| ock_i nfo);
int oldpri;

/* initialize the lock */
atm | ock_set up(&sone_| ock, &one_| ock_i nf o) ;

/* take the | ock */

ol dpri = splinp();
atm | ock( &sone_| ock);

/* release | ock */
atm | ock( &somne_| ock);
spl x(ol dpri);

/* terminate the lock when it will no | onger be used */
atm | ock_t erm nat e( &one_| ock) ;
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2.7.4 Creation of ATM Threads

ATM modules can create kernel threads for the following reasons:

e To schedule work in the module to be performed in a context that is
private to that module. For example, a module may process incoming
data from a thread rather than on the interrupt stack (incoming data is
passed to convergence modules on the driver’s interrupt stack).

e To perform functions that have to occur at periodic intervals such as
protocol timeouts or garbage collection.

The operating system’s kernel provides many kernel thread primitives that
modules are free to call directly. These are described in greater detail in the
Writing Kernel Modules manual. However, to create a thread for use by

an ATM module, the ATM subsystem provides the at m cnm new_t hr ead
function. This function combines many of the operating system’s thread
primitives to provide an easier interface for ATM modules. See Appendix A
for a description and format of this function.

2.8 Types of Circuits

The ATM subsystem supports the following circuits:
e Unspecified bit rate (UBR)
¢ Constant bit rate (CBR)

A circuit in which both end systems and the network dedicate the
resources necessary to handle transmission and reception of the circuit’s
traffic at the specified bit rate. CBR circuits requiring end-to-end timing
are not supported because the drivers and adapters do not support the
AAL1 capability.

¢ Pacing

A circuit that allows convergence modules to specify that the local
driver perform cell pacing on non-CBR circuits. The sending system
ensures that traffic is injected onto the network at a rate no greater
than the specified bit rate. A pacing circuit has local significance only.
To the network and target system, the pacing circuit is a best-effort
UBR connection. You can use pacing circuits, for example, to limit the
local host’s transmission rate without having both end systems and the
network treat the circuit as CBR.

The default best-effort UBR connections and pacing connections do not
require the end systems to dedicate resources (such as bandwidth) to the
connections. However, CBR connections require the end systems to dedicate
resources to those connections. These resources can either be allocated
transparently at the time the connection is made or received, or they can
be reserved in advance by the sending or receiving convergence module and
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later applied to a connection setup or incoming call. See Section 6.1 and
Section 6.2 for information on reserving resources for connections.

2.9 Global Data Structures

The following data structures are visible to all modules of the ATM
subsystem and to the protocol convergence module:

e atmyvc

e atm addr

e atmyvc_services
e atmuni _call ie
e atm ppa

e atmesi

e atmcause_info

The ATM subsystem uses these structures to keep track of information for
each VC, such as VC service parameters, connection endpoint addresses,
VC numbers, and traffic statistics. When a module other than the CMM
must allocate memory for a structure, the CMM provides a function call or
macro to allocate structure memory in a consistent manner, to properly
initialize the structures, and to allocate the correct version of the structure.
Module writers must not use any routines other than those that the CMM
supplies to allocate structure memory. The following sections describe these
data structures.

2.9.1 The atm_vc Structure

The ATM subsystem uses the at m vc structure to reference a VC. A VC

is the object on which data is sent and received. VCs are associated with
one or more local endpoints and one or more remote endpoints. An action
performed on a VC usually affects all the endpoints associated with the VC.
For example, transmitting data on a VC sends the data to all endpoints
currently connected to the VC.

The at m vc structure has the following characteristics:
¢ Only the CMM allocates and frees the structure.

e The CMM and other ATM modules use the structure for keeping track
of an active VC. The CMM also uses it to maintain all per-VC state
information.

® Some structure members are reserved for use by the various modules
in the ATM subsystem. This enables all ATM modules to use a common
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reference for a specific VC. All modules use the pointer to this structure
as the handle for a specific VC.

e Each module of the ATM subsystem can write only those members of the
structure that are assigned for its use. All other structure members
should be considered read-only.

e The structure’s size and members might change in the future, but the
arrangement of the per-module structure members should 