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Performance Analysis

Performance analysis is an ongoing interactive process that includes:

Understanding your user requirements

Monitoring your network load pattern

Making appropriate modifications to your configuration to achieve optimal use of resources

The meaning of the term “performance” depends on your viewpoint; whether you are the administrator or the end user. If you are the administrator, performance means effective management of the system resources. If you are the user, performance means how fast the system responds to your requests. Therefore from an administrator’s viewpoint, you measure performance by analyzing the system throughput and utilization. From a user’s viewpoint, you measure performance by checking the response time.

In practice, it is necessary to balance the two perspectives because the results may require you to make certain tradeoffs. For example, the lab tests reveal that it is possible to upgrade your system processor to reduce the stress on the CPU subsystem and to provide faster response times. However, with certain disk subsystems, you can only achieve faster response times at the cost of greater stress on the CPU. Your system might be able to accept this additional stress when the CPU utilization is around 60%, but not when the utilization is �around 80 to 90%. At high levels of CPU utilization, any additional stress �can adversely impact the capacity of your system to handle additional tasks �or users. 

For the performance analysis investigation, Compaq Engineers looked at the following areas: 

Hardware performance comparison

Comparing NetWare 3.11 with 3.12

NetWare tuning considerations for Lotus Notes

Preliminary study of boundary conditions

�From the Profiling results, it is easy to see how each Atomic Task uses server resources. For example, Rebuilding a View takes 100% of the CPU. So naturally it follows to use this Atomic Task to test CPU performance. As another example, Executing Non-Indexed Text Search stresses the disk subsystem. It makes sense to use this Atomic Task to test disk performance.

In this phase, the performance analysis was performed by using up to 20 clients to stress a specific server subsystem (CPU, Disk, LAN). Then Compaq Engineers varied the components of the subsystem to see the effect. For example, the team used different CPUs to measure Rebuilding a View Atomic Task and compared the results. 

Hardware Performance Comparison 

The following section offers guidelines for obtaining the optimum price and performance from your Compaq server. These guidelines are based on tests designed by Compaq Engineers. The tests are based on the analysis of the Atomic Task profiling mentioned earlier in this TechNote. 

System Processor (CPU)

In contrast to a resource sharing (file server) environment, a faster processor �in a Lotus Notes Server for NetWare yields faster client response times. In a resource sharing environment, the system processor is less important for performance than the memory, disk, and network interface card. However, �for Lotus Notes, the processor is the most important subsystem for �high performance.

In order to study how Lotus Notes stresses the CPU, we used tests based on three Atomic Tasks:

Rebuilding a View. This is the most CPU-intensive Atomic Task since the CPU utilization is fairly constant at 100%.

Creating a Full Text Index. This Atomic Task is less stressful on the CPU. It stresses the CPU from 60 to 80%. 

Editing a Document. This Atomic Task is the least stressful. It stresses the CPU with a high average of 8% and a standard deviation of 5%. 

�The following results validate the conclusion regarding the importance of the processor. The results also quantify the performance gain you might expect when you upgrade your server to a faster CPU.

NOTE:—If you use the Pentium/100 MHz processor in your Lotus Notes Server, be sure to verify that the system ROM in your Compaq ProLiant Server is dated 09/06/94 or later for optimal performance. You can observe the ROM date on your screen when you power up the server.

Rebuilding a View

Figure 4-1 shows that Pentiums yield faster response times than a 486.

The Pentium/100 processor typically provides a 20% faster response time when Rebuilding a View index than the Pentium/66 processor. 

NOTE:—Although the clock speed is 50% faster we do not expect to see a 50% faster response time because the 100 MHz still accesses the memory at 66 MHz, while processing internal instructions at 100 MHz. Therefore, there is not a 1 to 1 increase in performance relative to the clock speed.

The Pentium/100 processor typically provides a 156% faster response time when Rebuilding a View index than the 486DX/50 processor.
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Figure �seq  chapter \c�4�-�seq figure�1�.—Rebuilding a View

�Creating a Full Text Index

Figure 4-2 shows that the performance improvements provided by a faster CPU are not just limited to better response time.

CPU utilization is reduced with faster processors. This increases �server capacity.

Disk throughput is increased with faster processors, even though disk usage is quite light.

LAN traffic is near zero. This is typical of a client server application where the client makes a request, the server processes it, and only sends the response over the network.
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�These results also show how important it is to select the right tool to do performance testing. The test result should cover not only the end user’s viewpoint, but also the system administrator’s perspective.

Editing a Document

Figure 4-3 demonstrates the benefits of a faster processor, which are as follows: 

A faster processor yields better response time.

A faster processor decreases server stress by reducing CPU utilization.

The Pentium/100 processor provides 5% faster response time than the Pentium/66 while reducing the CPU utilization by 12%. 

The Pentium/100 processor provides 44% faster response time than the 486/50 while reducing the CPU utilization by 58%.
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NOTE:—Compared to the two previous CPU tests, this Atomic Task represents a moderate CPU load. That is why the Pentium/100 only shows marginal improvement over the Pentium/66. However, it still demonstrates a difference both in client response time and in system CPU utilization.

�Transaction Blaster

Compaq has developed a product called the Transaction Blaster, which is a �2 megabyte Level 3 Memory Cache, that can be placed with each 90 MHz or 100 MHz Pentium processor in the Compaq ProLiant. This cache is intended to complement the 512 megabyte high-speed Level 2 Memory Cache that is standard on these processor cards. The purpose of the Transaction Blaster is to improve processor scalability in a ProLiant that is configured with multiple processors. For application environments that are running on multiple processors and are very CPU intensive, the Transaction Blaster improves the overall performance and scalability of the system by reducing the amount of host bus contention between each of the processors. 

Internal testing has indicated that the Transaction Blaster does not provide a performance benefit in single processor configurations, such as the Lotus Notes Server for NetWare. There is no host bus contention with only one processor. Therefore, Compaq Engineers do not recommend the Transaction Blaster in single processor configurations.

Memory

Figure 4-4 shows that for Editing a Document, increasing the memory helps to improve the response time. The gains are slight because the workload generated on the server by the test is not enough to stress the system. As the CPU utilization graph shows, the average CPU utilization is only 10%. Compaq Engineers expect the performance gains with increased memory to be higher when the CPU subsystem is under greater stress.

Compaq Engineers recommend that the Lotus Notes Server for NetWare have at least 64 megabytes of RAM, especially for more stressful tasks, such as concurrent replication, that require a lot of memory. The Lotus Notes Server for NetWare will not handle memory exhaustion gracefully, so plenty of RAM is essential. Otherwise, clients may experience disconnected sessions. Furthermore, overall performance in the NetWare environment is typically better with more memory. The actual performance gains in the Lotus Notes Server are still qualitative at this point, and more real world tests must be performed before quantifying the actual performance gains.�
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Disk Subsystem

The analysis of the disk subsystem involves the following factors:

Number of Drive spindles

Fault tolerance (Hardware versus Software)

Striping (Hardware versus Software)

Controller type (SMART versus Fast-SCSI-2)

Drive Spindles

If your applications generate significant disk I/O, there will likely be a lot more concurrent use of system services. You can improve the performance of your disk subsystem under load conditions by having your NetWare volume span multiple physical drives. This will provide more concurrent disk accesses, thus improving your total system performance.

�Table 4-1 shows multiple drive spindles can improve the response time and throughput with minimal CPU overhead. Since this test uses a single workstation, greater performance gains can be expected in a multiple �user environment.



Table �KEYWORDS�4�-�seq table�1��Drive Spindles�Atomic Task: Executing a Non-Indexed Text Search, 1 Workstation������CPU Utilization Rate (%)�LAN Channel Throughput (Kbps)�Disk Channel Throughput (Kbps)�Response Time (Seconds)��One Drive�70�0.04�739.25�94��Four Drives (striped)�72�0.11�763.14�90��Fault Tolerance

Software fault tolerance with NetWare 3.x involves controller duplexing or drive mirroring using the “Split seeks” feature to enhance performance by alternating read operations between primary and secondary drive arrays. However, this takes up additional disk space. By contrast, hardware fault tolerance using data guarding (RAID 4) and distributed data guarding (RAID 5) use up less disk space. Hardware fault tolerance duplicates the data by using a single parity drive or parity “area” that stores encoded data. 

Table 4-2 shows practically no performance degradation with hardware fault tolerance (RAID 5). Therefore, Compaq Engineers recommend that you use distributed data guarding to protect the data on your Lotus Notes Server, while delivering performance equal to that of a non-tolerant system. 

�

Table �KEYWORDS�4�-�seq table�2��Fault Tolerance�Atomic Task: Editing a Document, 20 Workstations������CPU Utilization Rate (%)�LAN Channel Throughput (KBps)�Disk Channel Throughput (KBps)�Response Time (Seconds)��No Fault Tolerance�88�146.25�70.63�1569��Distributed Data Guarding (RAID5)�88�145.74�70.96�1569��Striping

Table 4-3 shows that between hardware and software striping, the response time is comparable, but hardware striping uses slightly less CPU bandwidth. With more users, software striping performance will decrease.



Table �KEYWORDS�4�-�seq table�3��Hardware and Software Striping�Atomic Task: Editing a Document, 20 Workstations������CPU Utilization Rate (%)�LAN Channel Throughput (KBps)�Disk Channel Throughput (KBps)�Response Time (Seconds)��Hardware Striping�88�146.25�70.63�1569��Software Striping�89�147.78�71.15�1569��Controller Type

Table 4-4 shows for a light or medium load environment (less than 60% CPU utilization), the SMART Controller can deliver better response time with slightly higher CPU utilization.

�

Table �KEYWORDS�4�-�seq table�4��Controller Type�Atomic Task: Editing a Document, 10 Workstations������CPU Utilization Rate (%)�LAN Channel Throughput (KBps)�Disk Channel Throughput (KBps)�Response Time (Seconds)��SMART Controller�57�97.73�38.82�1184��Fast SCSI-2�54�97.2�49.62�1191��Table 4-5 shows for a heavily loaded environment (more than 60% CPU utilization), the SMART Controller delivers lower CPU utilization at the cost of slightly higher response time. 



Table �KEYWORDS�4�-�seq table�5��Controller Type�Atomic Task: Executing a Non-Indexed Text Search, 1 Workstation������CPU Utilization Rate (%)�LAN Channel Throughput (KBps)�Disk Channel Throughput (KBps)�Response Time (Seconds)��SMART Controller�71�0.16�693.97�87��Fast SCSI-2�79�0.17�736�80��In a high load situation, the SMART Controller suffers a slight performance degradation but saves 10% CPU bandwidth. Compaq Engineers believe that CPU utilization is more important in a loaded system because system performance begins to degrade in a highly loaded environment. Thus, 10% less CPU utilization means more system capacity.

�Comparing NetWare 3.11 with 3.12

When Compaq Engineers examined the performance of the Atomic Tasks mentioned previously in this TechNote, NetWare 3.12 performed slightly better than NetWare 3.11 in almost all the tests. The results showed not only faster response times with NetWare 3.12 but also less stress on the CPU. This is primarily due to the code efficiency of NetWare 3.12. 

As seen from the analysis of Atomic Tasks, the network does not play a significant role in the total performance. Therefore, new features in NetWare 3.12 that improve network performance, such as the P-burst mode, do not provide a significant advantage for overall Lotus Notes performance. It is important to note that the performance tests were done after the appropriate patches were applied to NetWare 3.11. Without the patches, NetWare 3.11 is significantly slower than NetWare 3.12. 

NetWare Tuning Considerations for Lotus Notes

When tuning NetWare for Lotus Notes, be sure that you have applied the appropriate patches and have tuned the NetWare parameters as recommended.

Required Patches for NetWare 3.11

Lotus recommends that you apply the patches and updates as shown in �Table 4-6.

�

Table �KEYWORDS�4�-�seq table�6��Recommended Patches And Updates�����Patches and Updates�File Names��Server Patches�PATCHMAN.NLM�BIGRFIX.NLM�CPQDAOPT.NLM��Server Updates�STREAMS.NLM�TLI.NLM�IPXS.NLM�SPXS.NLM�CLIB.NLM��New Server Files�AIO.NLM�AIOCOMX.NLM��Client Files�NWNETAPI.DLL�NWIPXSPX.DLL�NWCALLS.DLL�NETBIOS.COM��NetWare Parameters

The recommended settings for the NetWare parameters are as follows:

Set Dirty Cache Delay Time = 7.5. This is especially effective for many concurrent small write transactions.

Set Minimum Packet Receive Buffers = 500

Set Maximum Packet Receive Buffers = 1000

Set Minimum File Cache Buffers = 1000

Set Maximum Alloc Short Term Memory = 5000000

Set the Volume Block Size to 16 Kbytes. Table 4-7 illustrates the benefits of setting the Volume Block Size to this value, based on Editing a Document. 

�

Table �KEYWORDS�4�-�seq table�7��Volume Block Size�Atomic Task: Editing A Document, 20 Workstations�����Volume Block Size�CPU Utilization Rate (%)�LAN Channel Throughput (KBps)�Disk Channel Throughput (KBps)�Response Time (Minutes)��4 KB�55.72�98.48�38.94�19.93��16 KB�56.30�97.17�46.33�19.66��32 KB�54.45�96.92�46.88�19.71��The data shows that the 16-Kbyte and 32-Kbyte Volume Block Sizes are better than 4 Kbytes for increased Disk Channel Throughput. However, although the 16-Kbyte and 32-Kbyte Volume Block Sizes provide comparable performance, using the 32-Kbyte block can result in inefficient use of disk space, by failing to fill the block with data. Therefore, Compaq Engineers recommend a 16-Kbyte Volume Block Size. This gives you a better performance without wasting too much disk space. For details on the benefits of a 16-Kbyte Volume Block Size, refer to the Compaq TechNote: Performance Management in a NetWare v3.1x Environment, P/N 133399-002.

Set the Cache Buffer Size equal to or less than the Volume Block Size (16 Kbytes as previously recommended). This matches the hardware striping factor recommended by Compaq and provides optimal performance. When the Cache Buffer Size does not match the Volume Block Size, the cache needs multiple operations to service a single request. For example, if you set the Cache Buffer Size to 4 Kbytes and the Volume Block Size to 8 Kbytes, a read request requires two cache operations to match the Volume Block Size. This slows the cache when performing many disk requests. Table 4-8 illustrates the benefits of setting the Cache Buffer Size to the match the Volume Block Size of �16 Kbytes, based on Executing a Non-Indexed Text Search.

�

Table �KEYWORDS�4�-�seq table�8��Volume Block Size�Atomic Task: Executing A Non-Indexed Text Search, 1 Workstation�����Volume Block Size�CPU Utilization Rate (%)�LAN Channel Throughput (KBps)�Disk Channel Throughput (KBps)�Response Time (Seconds)��4 KB�67.64�0.17�707.81�92��8 KB�71.84�0.15�815.15�86��16 KB�72.38�0.14�941.60�84��Performance Conclusions

Based upon performance tests and data analysis, the performance conclusions are as follows:

OS version: Although the Compaq Engineers saw a slight performance gain with NetWare 3.12, the performance alone does not justify a buying decision for NetWare 3.12. However, both new and existing installations might want to select NetWare 3.12 for support purposes or other significant reasons. These reasons, combined with the slight performance increase that the engineering team found, make NetWare 3.12 a better choice than NetWare 3.11 in the Lotus Notes environment.

CPU: The CPU is the most important server subsystem for Lotus Notes. Therefore, purchase the fastest CPU available. Our tests show you can expect 20% to 156% improvement in client response time and up to 58% improvement in server CPU utilization by selecting the fastest CPU available. Another benefit is the fact that reducing CPU utilization is quite important in a stressed server environment and under server boundary conditions.

Memory: The Compaq Engineers recommends at least 64 megabytes of RAM for the Lotus Notes Server for NetWare. This is especially true for tasks such as concurrent replication, which requires a large amount of memory. The Lotus Notes Server will not handle memory exhaustion gracefully, and your end users may get disconnected. 

�Fault Tolerance: The engineering team recommends configuring the server with Distributed Data Guarding (RAID5). This is because there is no performance loss. Additionally, RAID5 provides the highest reliability of data protection while maximizing usable disk space. 

Number of Disk Drives (Spindles): Although there is relatively little I/O contention in the Lotus Notes environment, stripe as many drives as possible into each volume or drive array. Using multiple drive spindles helps improve concurrent drive access. For applications with multiple large concurrently accessed Lotus Notes databases, distribute the databases to different �striped volumes.

Hard Disk Controller: The engineering team strongly recommends the SMART Controller over Fast SCSI-2 for two reasons. First, it performs better in a medium load situation. Furthermore, in a high load situation it suffers only very slight performance degradation, but its bus-master feature saves up to 10% of CPU bandwidth. Second, it provides hardware fault tolerance features like RAID5 as recommended above.

Hardware or Software Striping: The engineering team strongly recommends using hardware striping rather than the NetWare software striping because hardware striping requires less CPU and provides increased fault �tolerance benefits.

Client Performance Capacity: Lotus Notes is a typical Client/Server model application: the processing labor is distributed between the server and client. Depending on the task, Lotus Notes could impact the overall system performance. Faster clients will have better response time but be aware that they can cause higher stress on the server. Therefore, you will always need �to balance your client response time with your server capacity for �optimal performance.

Hardware Platform Recommendation: Based on the above subsystem recommendations, Compaq can recommend various server products for use as a Lotus Notes Server for NetWare. It is important to note that although our recommendations are based upon performance, this feature should not be your only criterion for choosing the best server for your environment. You will need to look at other factors such as the ease of use, serviceability, and reliability offered by different Compaq server products, in addition to performance, prior to making your hardware platform decision.

�Since the speed of the CPU is the most important component in determining your overall performance in a Lotus Notes environment, you should consider the following configuration:

A Compaq ProLiant 2000 with 64 megabytes of RAM and 1 System Processor. This server offers either a Pentium/90 (standard) or a Pentium/100 (optional) CPU as well as the SMART Controller (standard) which provides the recommended Distributed Data Guarding (RAID5) fault tolerance. Additionally, the ProLiant 2000 provides �you with future scalability as the NetWare operating system evolves �to multi-processing. 

Compaq  has additional servers such as the ProLiant 1000, the ProSignia Family of Servers, and the ProSignia VS. Each of these servers is fully capable of performing well as a Lotus Notes Server for NetWare, generally at lower cost. Keep in mind that specific models of these servers may not provide you with the complete set of standard features you may need. However, depending upon the server model and the feature you desire, optional upgrades may be available.
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