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Atomic Task Profiling


The goal of Atomic Task profiling is to identify and measure the impact of User and Server Atomic Tasks on a Lotus Notes Server for NetWare. This information can be used as follows: 


Identification of the stressful Atomic Tasks highlights certain basic administrator options to improve overall system performance.


These stressful tasks can be used to create a system workload so that hardware can be varied to determine the optimum hardware configuration of a Lotus Notes Server for NetWare.


In future research, these identified tasks can be used in combination to stress the server to determine boundary conditions. The boundary condition information can then be used for performance tuning and capacity planning.


Profiling Methodology


The profiling methodology consists of data collection, analysis and display.


Data Collection


Data from each test script was collected in two ways. The response time measured by Microsoft Test was recorded in the centralized log file mentioned earlier. STAT.NLM provided the CPU, disk, and LAN utilization on the �Novell server.


The utilization numbers were then imported into a spreadsheet and were graphed as raw data to revealed the greatest subsystem stress. The raw data graphs of the disk and LAN subsystems were excluded from further analysis because they did not reveal sufficient stress on the server to be of interest. The CPU utility data are discussed in the following sections.


�
Data Display


The data for each subsystem is summarized in the following figures. The entire set of bar charts is sorted in descending order based on CPU utilization. This is because the CPU is the most stressed subsystem in the server.


In the subsystem graphs, the bars appear in pairs. The first bar in Figures 3-2 through 3-7 reflect the high average of the subsystem utilization resulting from an Atomic Task. The second bar in each group reflects the standard deviation of these high averages which is representative of how choppy the data are. A tall standard deviation bar implies a choppy data set when graphed, and a short standard deviation bar implies a flat data set when graphed. In contrast, choppy data sets contain intervals of lower CPU utilization which means that the CPU is free during that time to perform other tasks.


High Averages


At first, the raw data was summarized in the bar charts by simple averaging. However, this data was then trimmed to reflect the high average of the data. Practically speaking, a high average is a measure of the maximum sustained stress that the server will encounter in a given test. This means that the highest sustained flat portions of the graphs were selected for this relative analysis. In our tests, sustained means more than 30 seconds of activity. The one exception is the Indexed Full Text Search. Since the entire test lasted only about 10 seconds, the high average was computed over a period less than 30 seconds. 


Figure 3-1 provides an example of a high average for CPU utilization.
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Figure �seq  chapter \c�3�-�seq figure�1�.—CPU Utilization: High Average


High Average Standard Deviations


Since some of the tests produce significant amounts of data fluctuation, a standard deviation for each high average is included as a second bar in each cluster of each graph. This bar provides a visual representation of the data spread. Theoretically, flat data sets with short standard deviation bars are more stressful to a server than are choppy data sets with tall standard deviation bars. This is because a flat data set implies a constant CPU utilization which means that the CPU is not free to multitask as rapidly. In contrast, choppy data sets contain intervals of lower CPU utilization which means that the CPU is free during that time to perform other tasks.


�
Axis Scales


The axis scales of the raw data graphs have been adjusted to visually reflect the relative impact on the three measured subsystems: CPU, disk, and LAN. In each of the profile bar graphs that follow, tall bars indicate a strong impact on the particular subsystem and short bars indicate a weak impact. The graphs are displayed as follows:


The CPU utilization was recorded in percentages and varied between 0% and 100%. Hence, the y-axis upper limit is set to 100% for each of the CPU graphs.


The disk throughput was recorded in bytes per second. Unlike a percentage measurement that has an obvious upper limit of 100%, a realistic disk upper limit is difficult to determine. However, this upper limit directly effects the visual information that is derived from the graphs. Previous disk throughput measurements at Compaq have shown 1,700 kilobytes per second (KBps) to be a reasonable upper limit under similar conditions.


NOTE:—Disk throughput depends upon a variety of factors. The upper limit can vary depending upon the hardware and the operating system environment.


The LAN throughput was also recorded in bytes per second. A realistic upper limit of 70% of the Ethernet theoretical maximum has been selected for display purposes. Hence, 70% of a 10 megabits per second (Mbps) maximum is 7 Mbps which equates to 875 KBps (kilobytes per second). An upper limit of 900 KBps was selected.


Profile Graphs


Three sets of graphs (CPU, Disk, LAN) are displayed in this section to show the relative impact of each of the Atomic Tasks on a specific subsystem. For display purposes, each subsystem graph has been split into two separate graphs which should be viewed as a single chart.


�
NOTE:—The graphs reflect only a single instance of each Atomic Task. Actual loads will vary because multiple instances of User Atomic Tasks can be run simultaneously.


Table 3-1 shows the Atomic Task abbreviations used in the profile graphs.





Table �KEYWORDS�3�-�seq table�1��Atomic Task Abbreviations�
�
�
�
�
Abbreviations�
Atomic Task�
�
Rebld View�
Rebuilding a View Index�
�
Create Indx�
Creating a Full Text Index�
�
N Indx Srch�
Executing a Non-Indexed Text Search�
�
S->S W Repl�
Replicating Server to Server - Write�
�
S->S R Repl�
Replicating Server to Server - Read�
�
Indx Srch�
Executing an Indexed Full Text Search�
�
Expand�
Expanding or Collapsing a Category�
�
W->S Repl�
Replicating Workstation to Server�
�
Scroll�
Scrolling in a View�
�
Mail�
Sending a Mail Message�
�
Macro�
Executing a Background Macro�
�
Edit�
Editing a Document�
�
Detach�
Detaching a File�
�
S->W Repl�
Replicating Server to Workstation�
�
Read�
Reading a Document�
�
CPU Utilization


Of the three subsystems analyzed, the CPU Utilization was most affected The four Atomic Tasks with the highest impact on the CPU are: Rebuilding a View Index, Creating a Full Text Index, Executing a Non-Indexed Text Search and Replicating Server to Server (Write). Figures 3-2 and 3-3 show the high averages for CPU utilization. Tables 3-2 shows the percentage for each task.�
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Figure �seq  chapter \c�3�-�seq figure�2�.—CPU Utilization - Part 1
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Figure �seq  chapter \c�3�-�seq figure�3�.—CPU Utilization - Part 2
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Table �KEYWORDS�3�-�seq table�2��CPU Utilization by Task�
�
�
�
�
�
Average �(%)�
Standard Deviation�(%)�
�
Rebld View�
99.9�
0.3�
�
Create Indx�
75.4�
11.5�
�
N Indx Srch�
68.6�
1.3�
�
S->S W Repl�
38.3�
1.7�
�
S->S R Repl�
17.7�
2.6�
�
Indx Srch�
14.8�
17.5�
�
Expand�
14.4�
8.0�
�
W->S Repl�
13.2�
2.1�
�
Scroll�
9.2�
4.5�
�
Mail�
8.4�
5.8�
�
Macro�
8.3�
4.0�
�
Edit�
8.2�
4.7�
�
Detach�
5.6�
2.4�
�
S->W Repl�
5.5�
2.5�
�
Read�
5.3�
2.4�
�
Disk Throughput


Disk Throughput is only moderately impacted by a Non-Indexed Full Text Search. All other Atomic Tasks have very little impact on the server disk subsystem. Figures 3-4 and 3-5 show the high averages for disk throughput. Tables 3-3 shows the KBps for each task.
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Figure �seq  chapter \c�3�-�seq figure�4�.—Disk Throughput - Part 1
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Figure �seq  chapter \c�3�-�seq figure�5�.—Disk Throughput - Part 2
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Table �KEYWORDS�3�-�seq table�3��Disk Throughput by Task�
�
�
�
�
�
Average �(KBps)�
Standard Deviation (KBps)�
�
Rebld View�
0.05�
0.11�
�
Create Indx�
0.05�
0.10�
�
N Indx Srch�
0.15�
0.08�
�
S->S W Repl�
219.98�
10.02�
�
S->S R Repl�
173.01�
21.07�
�
Indx Srch�
0.94�
1.70�
�
Expand�
6.46�
2.82�
�
W->S Repl�
59.32�
4.63�
�
Scroll�
8.38�
1.80�
�
Mail�
0.78�
0.87�
�
Macro�
0.02�
0.05�
�
Edit�
11.03�
8.11�
�
Detach�
13.62�
4.00�
�
S->W Repl�
17.00�
5.50�
�
Read�
8.81�
5.26�
�
LAN Throughput


LAN Throughput is only slightly impacted by Server to Server Replication. All other Atomic Tasks generate very little impact on the network performance. Figures 3-6 and 3-7 show the high averages for LAN throughput. Tables 3-4 shows the KBps for each task.
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Figure �seq  chapter \c�3�-�seq figure�6�.—LAN Throughput - Part 1
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Figure �seq  chapter \c�3�-�seq figure�7�.—LAN Throughput - Part 2�






Table �KEYWORDS�3�-�seq table�4��LAN Throughput by Task�
�
�
�
�
�
Average �(KBps)�
Standard Deviation (KBps)�
�
Rebld View�
61.30�
77.66�
�
Create Indx�
104.93�
89.79�
�
N Indx Srch�
718.03�
28.79�
�
S->S W Repl�
186.14�
142.81�
�
S->S R Repl�
139.07�
16.93�
�
Indx Srch�
58.16�
71.81�
�
Expand�
2.06�
7.65�
�
W->S Repl�
52.84�
38.13�
�
Scroll�
0.49�
1.65�
�
Mail�
21.26�
16.80�
�
Macro�
51.69�
26.22�
�
Edit�
8.88�
23.67�
�
Detach�
5.08�
6.79�
�
S->W Repl�
0.50�
5.03�
�
Read�
1.75�
4.28�
�
�
Atomic Task Profiling Conclusions


The following sections describe the research and administrator conclusions for Atomic Task Profiling.


Research Conclusions


The following list describes the research conclusions for Atomic �Task Profiling.


Lotus Notes is a highly CPU intensive program. This suggests that the CPU capacity, multi-processor systems, clock speed, and memory caches should be the focal points of further research. The Atomic Tasks that create the greatest stress on the server are: 


Rebuilding a View Index


Creating a Full Text Index


Executing a Non-Indexed Text Search


Replicating Server to Server - Write 


Lotus Notes does not significantly stress the disk subsystem except when performing a non-indexed full text search. This Atomic Task is useful for an analysis to optimize the disk subsystem.


Lotus Notes does not significantly stress the LAN subsystem. Only the Replicating Server to Server (Read and Write) Atomic Task moderately impacts the LAN subsystem. This Atomic Task is somewhat useful for an analysis to optimize the LAN subsystem.


Replicating Workstation to Server is significantly slower than Replicating Sever to Server. Hence, this Atomic Task is useful in investigating workstation hardware configurations and what impact the client has on system performance. Generally the slower the client, the greater capacity of the server for workstation-oriented Atomic Tasks.


�
Administrative Conclusions


The following are the administrative conclusions for Atomic Task Profiling.


Rebuild view indexes during non-peak hours to prevent system delays. Keep in mind, however, that your users can still manually rebuild a view index at any time and you should encourage them to limit this activity to non-peak hours. 


The most stressful Atomic Task is Rebuild A View Index. In a Lotus Notes Server for NetWare, it utilizes 100% of the CPU capacity. It can be initiated manually with the UPDALL Lotus Notes Server console command or when you press Shift+F9 for the current view or Ctrl+Shift+F9 for all views in the database.


NOTE:—If a view is created using formulas that require immediate recalculation like @Now, then the view index may be repeatedly rebuilt during peak operations. Avoid views like these, if possible.


Create full text indexes during non-peak hours to prevent system delays.


Creating a Full Text Index is the second most stressful Atomic Task. It utilizes 75% of the CPU capacity. Additionally, it is the only Atomic Task that stresses the disk subsystem. It uses approximately 42% of the disk channel if the maximum throughput is taken to be 1700 KBps.


Indexed full text searches are very fast compared to non-indexed full text searches. Also, a non-indexed full text search utilizes 69% of the CPU capacity. Thus, a 75% CPU hit during non-peak hours (Create Index) is much better than a 69% CPU hit during peak hours (Non-Indexed Search).


NOTE:—The administrator has the option of adjusting the frequency of the full text index updates. The list box under File(Full Text Search(Information contains various options of frequency of index updates. By reducing the frequency, the impact on the CPU during peak hours can be delayed. However, the index will not be current until it is updated.


Perform server to server replications during non-peak hours to prevent system delays.�
Replicating Server to Server is the third most stressful Atomic Task, impacting both the server CPU (an average of 27%) and the LAN channel (an average of 22%). In our test configuration, the LAN throughput utilized by this task was approximately 220 KBps for the write portion and 173 KBps for the read portion of replication. If the maximum LAN throughput is taken to be 875 KBps, then an average of 22% of the LAN throughput is utilized by this task.
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